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Foreword

Willy Cho,
Area Vice President,
Microsoft Korea 

Korea’s AI Transformation 
At the forefront of a technological revolution, 
Korea’s journey with artificial intelligence (AI) 
epitomizes a harmonious blend of innovation and 
responsibility. As we embark on a new chapter in 
human history, our approach to AI is not merely 
about technological advancements but about 
sculpting a future that resonates with our societal 
ethos and global ambitions. 

South Korea is on a fast track to achieve AI 
Everywhere, with instances of AI innovation 
manifesting across all facets of society. Key 
industries in Korea are at a transformative inflection 
point, rapidly embracing AI technologies, and 
Microsoft has been an indispensable partner in this 
journey. 

Example 1) An exemplary case of this collaboration 
is in the field of senior healthcare, where we 
are addressing Korea’s challenge of an aging 
population. Together with Microsoft, Professor 
Howard Lee from Seoul National University’s Center 
for Convergence Approaches in Drug Development 
is conducting research on algorithms aimed at 
enhancing drug repurposing, which involves 
discovering new therapeutic uses for drugs, as well 
as AI-driven improvements to clinical trial design. 
The outcomes of this research include valuable 
insights into maximizing cost-effectiveness and 
improving the accuracy of clinical trials.  

Example 2) Microsoft is also supporting research on 
deep learning for structure-based drug design, led 
by Professor Choi Sun at Ewha Woman’s University’s 
Global AI Drug Discovery Research Center. This 
research has succeeded in rapidly screening 
molecules with targeted properties and compounds 
with high binding affinity by analyzing protein 
and compound data with AI. Microsoft’s domestic 
AI research collaborations are contributing to 
significantly reducing the time and cost of drug 
development in healthcare and improving drugs’ 
medical efficacy, thereby easing the financial burden 
of managing geriatric diseases on the national 
healthcare system. 
 
Example 3) More recently in March 2024, the 
potential of AI in educational settings has been 
explored through the lens of a project at the Korea 
Advanced Institute of Science and Technology 
(KAIST). Professor Alice Oh and her team embarked 
on a journey to harness the educational benefits 
of AI while mitigating the risk of it being used for 
shortcuts in academic work. Their solution came 
in the form of a chatbot developed with support 
from Microsoft Research's Advancing Foundation 
Models Research (AFMR) initiative, launched 
in April 2023. This initiative aims to propel the 
development and application of foundation models 
across various disciplines by providing academic 
researchers with access to advanced AI models 
through Azure AI Services. The chatbot developed 
by Oh and her team is designed to assist English 
as a Foreign Language (EFL) students with their 
essay writing, offering guidance without writing the 
essays for them. Throughout a semester, 213 EFL 
students interacted with the chatbot, engaging with 
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it as an intelligent peer and utilizing its feedback 
to refine their essays. The success of the project 
underscores the significant potential of generative 
AI in education, particularly in fostering a deeper 
understanding of problem-solving processes 
among students.

The impact of AI extends beyond the healthcare 
sector, permeating major domestic industries such 
as semiconductors, education, batteries, finance, 
telecommunications, manufacturing, and content. 

As AI continues to drive scientific innovation and 
socioeconomic transformation, Korea is gearing up to 
reap its benefits to the fullest. It is also important to 
note that the foundation of this transformation lies in 
the hyperscale cloud infrastructure. This infrastructure 
provides the scalability and flexibility required for 
rapid innovation and robust AI applications. 
 
AI Governance in Korea 
In pace with the rapid technological advancements 
and transformation triggered by AI, Korea was 
one of the first countries in the world to release a 
set of widely applicable principles that highlight 
the importance of grounding and guiding the use 
and development of technology such as AI in the 
digital space. ‘The Digital Bill of Rights: Charter for 
the Values and Principles for a Digital Society of 
Mutual Prosperity’ lays out the guiding framework 
for Korea’s vision on AI and influences the country’s 
legislative, regulatory, and operational approaches 
to AI. Korea’s vision for AI, as articulated by its 
government, is rooted in three core principles:  
1) Responsible AI, 2) Inclusive AI, and 3) Sustainable 
AI. 
 

Microsoft's own principles for AI closely align with 
the principles of the ‘Digital Bill of Rights.’ Our 
focus is on Responsible AI, which emphasizes 
transparency, fairness, ethics, and accountability, 
while considering societal impacts and privacy. 
We also aim for Inclusive AI, ensuring equitable 
access and benefits for everyone. Moreover, we 
are dedicated to Sustainable AI, utilizing it for the 
betterment of humanity and minimizing adverse 
effects. 
 
Moreover, our commitment is also to empowering 
a vibrant and open market for AI to flourish. During 
the Mobile World Congress (MWC) in March this 
year, we unveiled our commitment to responsible 
AI through the announcement of our ‘AI Access 
Principles.’ The 11 principles fall under 3 major 
themes: 1) Providing access and support for AI 
developers who create models and applications,  
2) Ensuring choice and fairness across the 
AI economy, and 3) Meeting our societal 
responsibilities. 

Provide access and support for AI developers 
who create models and applications.

Meet our societal responsibilities.

Ensure choice and fairness across the AI economy.

As we grow chip capacity, we are expanding Microsoft’s cloud 
computing Al infrastructure to enable the training and deployment of 
more foundation models, both proprietary and open source.

We are making Al models and development tools broadly available to 
software applications developers around the world, so every nation can 
develop its own Al economy.

We are supporting the physical and cyber security needs of all the Al 
models and applications that run in our Al datacenters.

We are applying a strong Responsible Al Standard to keep people at the 
center of Al design decisions and respect enduring values like fairness, 
reliability, safety, privacy, inclusiveness, transparency, and accountability.

We are investing in initiatives to spread Al skilling broadly around the world.

We are managing our Al datacenters in an environmentally sensitive 
manner and using Al to advance environmental sustainability needs.

We are making available public APIs to enable developers to access and 
use Al models we host.

We are supporting a common public API to enable network operators to 
support software developers.

Developers may choose how to distribute and sell their Al models, tools 
and applications for deployment and use on Microsoft Azure, whether 
via the Azure Marketplace or directly to customers.

We respect the needs of developers by ensuring we do not use any non-
public information or data from the training, building, deployment, or 
use of developers’ Al models in Microsoft Azure to compete with those 
models.

We enable customers using Microsoft Azure to switch to another cloud 
provider by easily enabling them to export and transfer their data.
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Willy Cho,
Area Vice President,
Microsoft Korea 

Willy Cho,
Area Vice President,
Microsoft Korea 

	 4.	�Work to enhance transparency concerning 
the capabilities and risks of AI models and 
systems, and the policies and practices to 
ensure safety. 

	 5.	�Continue to evaluate and improve internal 
governance policies to make AI safer and 
more transparent. This would include 
compliance monitoring, and clear delegation 
of related roles and responsibilities for internal 
governance on AI safety. 

 
In closing… 
I would like to highlight that Microsoft is honored 
to be working with the National Information Society 
Agency (NIA) in developing this paper and hope 
it serves to demonstrate our commitment to the 
core principles embedded in Korea’s ‘Digital Bill of 
Rights’ as well as Microsoft’s ‘AI Access Principles’ 
which echo and resonate deeply with one another. 
This partnership and our continuing activities in the 
global AI domain emphasize Korea’s position as a 
visionary leader in influencing global norms in AI 
governance.  

We invite you to explore this whitepaper—
a roadmap toward mutual prosperity through 
responsible AI governance. This whitepaper 
provides a comprehensive exploration of Korea’s 
strides in AI governance, reflecting our ongoing 
efforts to promote responsible, inclusive, and 
sustainable technological innovation on a global 
scale.  

The ‘AI Access Principles’ serve as our compass, 
guiding Microsoft’s role and responsibility as an 
AI innovator and market leader. Our principles 
signal a profound shift, they pledge Microsoft 
to unprecedented investments, robust business 
partnerships, and expansive programs aimed at 
fostering innovation and competition. We recognize 
that AI’s transformative potential extends beyond 
corporate boundaries; it touches lives globally. 
By articulating these principles, we commit to 
providing broad technology access empowering 
organizations and individuals worldwide to wield 
AI for the greater good. Our initiatives around 
the world, including substantial AI datacenter 
investments and skilling programs, underscore 
our dedication to translating these principles into 
action. 
 
Road to 2024 Seoul AI Safety Summit 
As we approach the 2024 Seoul Safety Summit in 
May, we reflect on the strides made in the field of 
AI and the importance of ensuring its responsible 
development and deployment. The Summit serves 
as a platform for thought leaders, innovators, and 
policymakers to come together and discuss the 
guiding principles that will shape the future of AI. 

We applaud the Korean government’s efforts 
to work together with the global community to 
develop AI safety governance and policies that are 
globally coherent and foster a safe but collaborative 
approach to AI. Korea has a unique opportunity 
to take full advantage for global leadership in AI 
Safety governance in the upcoming 2024 Seoul AI 
Safety Summit by imploring and inspiring other 
nations, particularly in the Asia-Pacific region, to 

come together and cooperate for international 
regulatory coherence, as the world seeks to ensure 
safer governance of AI. This would help to foster 
trust, collaboration, and innovation across borders 
and sectors, and enable Korea to become a hub in 
the Asia-Pacific region for AI safety governance.  
 
Article 28 of the ‘Digital Bill of Rights,’ which 
implores nations and companies to come together 
and cooperate to create universal digital norms 
and mechanism, could be leveraged, and specified 
as guiding principles for AI safety governance of 
highly advanced AI, i.e., Frontier AI.  
For example, Governments, Companies, Civil 
Societies, and Academia should: 
	 1.	� Work together in support of one another 

to develop universally coherent AI safety 
standards. These standards would provide 
guidance and benchmarks for ensuring the 
quality, reliability, and security of AI systems 
and their outcomes. 

	 2.	�Increase investments in developing evaluations 
for highly capable AI and foster partnerships 
for sharing best practices around how to 
develop and conduct these evaluations. 
Evaluations are essential for assessing the 
performance, impact, and risks of AI systems 
and ensuring that they align with the 
intended goals and values. By sharing best 
practice, countries can learn from each other 
and improve their evaluation methods and 
frameworks. 

	 3.	�Work to develop and implement policies 
for the identification, assessment, and 
management of risks related to highly capable 
AI models. 

Together, let us navigate the digital frontier, 
ensuring AI serves humanity’s best interests. 
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The development and utilization of Artificial 
Intelligence (AI) through responsible AI 
governance is a crucial element of a digital 
society of mutual prosperity

Part 1 Microsoft's new AI Access Principles represent a significant step to 
promoting responsible AI innovation and enhancing accessibility while 
addressing critical concerns around safety, security, and privacy. These 
principles are organized into three pillars: providing access and support 
for AI development, ensuring choice and fairness, and meeting societal 
responsibilities.
 
Microsoft recognizes the importance of ensuring widespread access to 
AI technologies while providing necessary support for developers and 
users. Under this pillar, the AI Access Principles commit to expanding 
cloud computing and AI infrastructure, facilitating the development and 
deployment of AI models through platforms, tools, and services like Azure, 
and partnering with and supporting other developers, both large and 
small. By democratizing access to AI tools and resources, Microsoft aims 
to empower diverse communities to contribute to AI-driven economic 
growth and collaboration around the world. 
 
Central to Microsoft's AI Access Principles is the commitment to 
promoting choice and fairness in AI systems. Microsoft pledges to offer 
public APIs for accessing AI models hosted on Azure, support common 
public APIs for network operators, and provide developers with options 
for distributing and selling their AI models. By promoting transparency, 
accountability, and fairness, Microsoft aims to foster a competitive and 
equitable AI ecosystem.
 
Finally, Microsoft recognizes its societal responsibilities as a leader in AI 
innovation and technology and commits to ethical AI development and 
deployment by safeguarding AI applications' physical and cybersecurity, 
adhering to a Responsible AI Standard, investing in AI skilling programs, 
and advancing environmental sustainability. These efforts underscore 
Microsoft's commitment to contributing positively to society by aligning AI 
initiatives with principles of social responsibility, sustainability, and ethical 
governance.
 

Provide access and support for AI developers 
who create models and applications.

Meet our societal responsibilities.

Ensure choice and fairness across the AI economy.

As we grow chip capacity, we are expanding Microsoft’s cloud 
computing Al infrastructure to enable the training and deployment of 
more foundation models, both proprietary and open source.

We are making Al models and development tools broadly available to 
software applications developers around the world, so every nation can 
develop its own Al economy.

We are supporting the physical and cyber security needs of all the Al 
models and applications that run in our Al datacenters.

We are applying a strong Responsible Al Standard to keep people at the 
center of Al design decisions and respect enduring values like fairness, 
reliability, safety, privacy, inclusiveness, transparency, and accountability.

We are investing in initiatives to spread Al skilling broadly around the world.

We are managing our Al datacenters in an environmentally sensitive 
manner and using Al to advance environmental sustainability needs.

We are making available public APIs to enable developers to access and 
use Al models we host.

We are supporting a common public API to enable network operators to 
support software developers.

Developers may choose how to distribute and sell their Al models, tools 
and applications for deployment and use on Microsoft Azure, whether 
via the Azure Marketplace or directly to customers.

We respect the needs of developers by ensuring we do not use any non-
public information or data from the training, building, deployment, or 
use of developers’ Al models in Microsoft Azure to compete with those 
models.

We enable customers using Microsoft Azure to switch to another cloud 
provider by easily enabling them to export and transfer their data.
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In the recent evolution of AI governance, various principles have marked 
a pivotal moment, each further advancing the collective drive to ensure 
accountability and responsibility of the entire AI ecosystem. As a proactive 
leader and innovator in AI, Korea is not an exception to this trend and 
has been establishing principles and a comprehensive AI governance 
framework that support the growth of AI industry while addressing 
societal concerns. Korea’s such AI policy progress shares a lot in common 
with Microsoft's principles of fostering AI innovation while ensuring ethical 
and responsible AI development and deployment. This chapter illustrates 
Korea's efforts to balance innovation with ethical considerations in the 
era of AI, with which Microsoft's emphasis on accessibility, fairness, and 
societal responsibility resonates. 

As early as 2019, Korea recognized the tremendous potential of AI, 
prompting the government to publish its first National Strategy for AI to 
revitalize Korean economy, reshape Korean society, and position Korea as 
a contender among global AI leaders.ⅰ Following the introduction of the 
Digital Strategy of Korea in September 2022, the Yoon administration has 
continuously devised a diverse range of strategies to propel AI technology 
and industry development. These strategies recognize AI’s potential across 
strategic, diplomatic, scientific, and economic domains.ⅱ  For instance, the 
government identified AI as one of the 12 National Core Technologies, 
considering it essential infrastructure, the growth of which could 
have similar consequences as the internet or smartphones did for the 
advancement of society’s technology, economy, and diplomatic security. 
AI therefore is expected to play a significant role in the government’s New 
Growth 4.0 Strategy to drive economic growth. 

The Competitiveness Enhancement Strategy for Hyperscale AI introduced 
in April 2023 also put forth plans to galvanize extensive AI integration 
into everyday life. This ambitious goal was predicated on Korea’s globally 
recognized digital competitiveness. According to the 2022 IMD World 
Digital Competitiveness Ranking, conducted by the International Institute 
for Management Development (IMD), Korea placed 8th out of 63 countries 
and stood second among Asia-Pacific countries, trailing only Singapore.ⅲ 

In August 2023, the Ministry of Science and ICT (MSIT) announced its 
plans to invest KRW 733.1 billion (USD 564 million) in AI-related R&D for 
Fiscal Year 2024, strengthening Korea’s technological sovereignty in this 
domain.ⅳ Research suggests that the AI industry in Korea is poised for an 
annual growth rate of 14.9% over the next five years, reaching KRW 4.46 
trillion (USD 3.4 billion) in value by 2027.ⅴ Furthermore, a recent report 
jointly published by Microsoft and the Korea Chamber of Commerce and 
Industry (KCCI) estimated that generative AI would be able to potentially 
unlock KRW 620 trillion (USD 476.3 billion) of productive capacity, 
equivalent to a quarter of the national GDP in 2022, by innovating the 
workforce across various industries from manufacturing to finances and 
education.ⅵ As such, the Korean government is committed to sustaining 
this growth momentum as it attempts to address potential risks effectively, 
in ways that ensure “[AI’s] coexistence with humans is possible.”ⅶ  

Considering the vitality of the AI industry to Korea’s national prosperity, 
AI governance is moving higher up on the agenda of various government 
bodies and agencies. As such, Korea has demonstrated proactive yet 
deliberate steps to address the risks attached to AI effectively, without 
stifling the momentum for growth. This viewpoint was recently echoed by 
Minister Lee Jong-Ho of MSIT at the UK AI Safety Summit in November 
2023.ⅷ He iterated that the role of policymakers was to secure an 
appropriate level of AI trustworthiness and safety without hindering 
AI development and usage. With the MSIT as the central coordinating 
ministry, relevant ministries and agencies are actively delineating their 
responsibilities in AI governance through voluntary guidelines and 
strategies aimed at promoting responsible technology use. 

Central to this approach is pursuing the delicate balance of responsible 
regulation, which leverages earnest efforts to communicate with experts 
in academia and industry and reflect their voices. Korea has refrained 
from imposing new regulations or mandates, opting instead to integrate 
the components of AI governance into existing frameworks and systems. 
As one of the most AI-ready countries in the Asia-Pacific,ⅷ Korea stands 
as a prime example of a nation committed to fostering innovation while 
safeguarding its citizens and the AI industry itself through a thoughtful 
and adaptable governance framework. This approach highlights Korea’s 
commitment to fully leveraging AI’s potential, while prudently managing 
its implications, contributing to the nation’s technological advancement 
and economic growth.

The AI industry has 
emerged as a core industry 
for Korea to achieve the 
goal of coexistence and 
mutual prosperity. 
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Establishment of 
Basic Principles 

▶ Guarantee of freedom and rights in the digital 
▶ Guarantee of fair access and equitable 

opportunities in the digital 
▶ Building a safe and trustworthy digital society 

▶ Promotion of digital innovation based on 
autonomy and creativity

▶ Advancement of the well-being for  
all humankind

Digital Freedom  
and Rights  

▶ �Guarantee of digital accessibility
▶ �Freedom of digital expression
▶ �Respect for digital diversity
▶	�Access and control over personal information
▶ �Right to digital alternatives 
▶ �Safe and healthy digital work and right to 

disconnect 

At the same time, the launch of the Digital Bill of Rights by MSIT in 
September 2023 has provided Korea with a meaningful reference for 
shaping their approaches. These measures seek to establish initial 
boundaries in the absence of a statutory foundation for AI governance 
and serve as pointers while the National Assembly of Korea deliberates on 
a comprehensive legal framework for the nation’s AI policy. 

At the Digital Vision Forum held at New York University in September 
2023, President Yoon outlined the five basic principles of freedom, fairness, 
safety, innovation, and solidarity under the Digital Bill of Rights.ⅹ These 
principles, inherently universal and internationally acceptable as norms, 
have since been promoted at various international forums, including the 
UN Global Digital Compact Asia-Pacific regional meeting in October and 
the OECD Digital Rights Workshop in November 2023.ⅺ In November 
2023, at the AI Safety Summit held in the UK, President Yoon also invited 
global leaders to accept and recognize the five principles as the core 
values of the AI and digital driven world.ⅻ These global advocacy efforts 
underscore Korea’s commitment to assuming a leadership role in setting 
norms as a prominent global player in AI. 

On September 25, 2023, MSIT formally introduced the Charter for the 
Values and Principles for a Digital Society of Mutual Prosperity: Digital 
Bill of Rights.ⅻⅰ This document serves as a guiding framework for 
regulators and private companies in navigating the terrain of the digital 
age, where AI and technology are rapidly reshaping society. Despite its 
nonbinding nature, the charter’s role is akin to a constitution for digital 
rights, setting the foundational principles for policymakers and companies 
to build a digital world where innovation is coupled with fairness and 
trustworthiness. As such, the government will prioritize incorporating 
these values when harmonizing existing regulations and formulating new 
ones, such as the Act on Promotion of AI Industry and Framework for 
Establishing Trustworthy AI (AI Act) and the Digital Inclusion Act1.

Unlike similar initiatives worldwide like the Blueprint for an AI Bill of 
Rights by the US, Korea’s Digital Bill of Rights is more comprehensive. 
It addresses a wide range of digital issues beyond AI, encompassing 
topics such as digital literacy, disparities, and advocating for international 
solidarity and cooperation. Through this charter, Korea is spearheading 
a global move to champion a principle-based school of thought to 
managing and governing the socioeconomic consequences of not just AI 
but also any future technological advancements. The government aims to 
promote this approach as a normative model for other nations to adopt, 
which elucidates the charter’s broad, sector-agnostic, and principle-based 

nature. The Korean government has consistently emphasized the need for 
global consensus on digital ethics and AI governance, advocating for a 
new paradigm that could foster mutual prosperity in our digital-intensive 
society. The Digital Bill of Rights represents Korea’s proposal for such a 
paradigm. 

The Digital Bill of Rights is organized into six chapters, codifying a total of 
28 articles that stipulate high-level principles under five essential criteria. 
The following diagram provides an overview of the blueprint for a digital 
society of mutual prosperity set out by the Digital Bill of Rights: 
Domestic experts commend Korea’s balanced approach to AI governance, 
which effectively tackles the immediate and interconnected risks posed by 
digital technologies through principle-based guardrails. These guardrails 

The Korean Digital Bill 
of Rights serves as an 
appropriate starting point 
to discuss establishing 
secure and trustworthy 
AI governance.

Digital Bill 
of 

Rights

Autonomous and Creative 
Digital Innovation

▶ Freedom of digital innovation activities
▶ Revision of regulatory framework

▶ Support for digital innovation 
▶ Resolution of conflicts arising from 

digital transformation 

Fair Access and 
Opportunities in the Digital

▶ �Promotion of fair competition
▶ �Protection of digital properties and 

assets 
▶ �Enhancement of digital literacy 
▶ �Guarantee of data access 
▶ �Enabling social safety nets 

Safe and Trustworthy 
Digital Society

▶ �Ethical development and use of 
digital technology

▶ �Response to digital risks 
▶ Protection of digital privacy
▶ �Establishment of a wholesome 

digital environment 
▶ �Protection of minors and youth 

Human Well-Being 

▶ �Sustainable digital society
▶ �Resolution of digital disparities 

between nations
▶ �Cooperation for digital universal 

norms 1	� Digital inclusion refers to the improvement of accessibility that allows everyone to use IT devices and services and acquire information without 
barriers. As of December 2023, two proposals for the Digital Inclusion Act, each submitted in January 2021 and November 2022, respectively, 
await subcommittee review in the National Assembly.
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enable timely and adaptable responses from the regulatory and private 
sectors. Such careful approach, so as not to jeopardize the momentum 
of innovation, stems from Korea’s unique socioeconomic structure and 
its position as a small yet strong global tech leader with a burgeoning AI 
industry to promote and valuable expertise to share.

Being one of the world’s largest exporting countries with IT and 
manufacturing industries of a high caliber, it is in Korea’s utmost interest to 
align with global standards and regulatory movements. Moreover, active 
participation in international discussions is crucial to ensure that domestic 
companies and industries are not disadvantaged by external regulations 
that arise. By operationalizing the high-level principles enshrined in 
the Digital Bill of Rights and continuing to exchange those values and 
practices on the global stage, Korea has the opportunity to further its 
normative relevance and influence in AI governance. This, in turn, would 
bolster the global competitiveness of the Korean economy in the digital 
society and help prevent potential trade disputes. 

Therefore, the reasonable next steps for Korea would involve examining 
the implications of these core principles in the context of AI governance, 
specifying the issues and risks to which they should be applied, and 
deliberating on the underlying societal ramifications that the governance 
framework aims to manage by mitigating the identified risks. In the 
process of doing so, specific measures that implement these principles 
would need to be developed in such a way that safeguards people without 
depriving them of the opportunity to take advantage of AI advancement.

With this knowledge, the following chapter pursues how each of the 
five principles for a mutually prosperous digital society has so far been 
integrated into various efforts and advancements in the discussion of AI 
governance at three levels: within Korea, internationally and in the private 
sector. 

Korea, the international society, 
and the tech industry are on an organic 
journey towards a digital society of 
mutual prosperity 

Part 2 

“[In terms of global AI governance discussions,] the priority for Korea is to have a seat at the table, and if possible, 
at the head table. This will be achieved when we are able to valuably contribute to establishing the basic 
framework that undergirds governance systems constructed by individual countries. Here the goal isn’t to fashion 
global norms that comply with or further Korea's own prerogatives, but to ensure that whatever framework 
emerges, it is both universal and at the same time compatible with our societal values, culture, and economic 
objectives, thereby allowing Korean industry and actors to continue to thrive in the global economy.”  

- Prof. Lim Yong, Director, Seoul National University AI Policy Initiative
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Korea’s approach to AI governance aligns with global consensus and 
reflects a commitment to fostering a mutually prosperous digital society. 
The nation has adopted a principle-based framework for the development 
and deployment of AI technologies. This approach emphasizes the 
importance of responsible considerations, accountability, and societal 
well-being in the advancement of AI applications.

In parallel with the international community and the tech industry, 
Korea’s AI governance strategy is built upon three overarching themes: 
responsible AI, inclusive AI, and sustainable AI. The nation’s commitment 
reflects a holistic approach that prioritizes the well-being of society while 
embracing the transformative potential of AI. 

Considering the broad, value-based nature of the three themes for a 
mutually prosperous digital society, the implications of each principle 
within the realm of AI policy and governance may initially appear 
ambiguous. This chapter highlights how these themes are manifested 
in diverse responses and initiatives and driven by the community and 
industry both within Korea and globally. The mapping process used in this 
chapter between the principles of the Digital Bill of Rights, their role in AI 
governance, and the value to society, draws insights from the following 
key international developments selected for their current relevance and 
potential impact on shaping global norms for AI governance:

Through a comprehensive comparative analysis, the significance of 
the Digital Bill of Rights in the context of AI governance is elucidated, 
particularly as it aligns with the themes of responsible AI, inclusive AI, 
and sustainable AI. This analysis not only underscores the alignment of 
the Digital Bill of Rights with the evolving landscape of AI governance 
principles but also provides valuable insights and potential avenues for 
improvement. This information will be particularly beneficial for Korean 
policymakers who are actively involved in the formulation and refinement 
of the AI governance framework. The exploration of this comparative 
perspective serves as a guiding resource, empowering policymakers to 
make informed decisions and enhance the effectiveness of AI governance 
in the Korean context.

Responsible AI entails the ethical and conscientious use of AI 
technologies, emphasizing fairness, transparency, and accountability. This 
principle ensures that AI systems are developed and deployed with due 
consideration for their societal impact, minimizing biases and promoting 
equitable outcomes. 

The concept of responsible AI within Korea’s Digital Bill of Rights 
highlights the necessity of adopting and implementing AI technologies 
in a manner that prioritizes responsible practices. Principles 3 and 4 calls 
for the creation of a safe and trustworthy digital society by incorporating 
fairness, transparency, and accountability into the development process, 
thereby mitigating biases, and ensuring that AI applications benefit society 
while promoting digital innovation. The commitment to responsible AI 
reinforces the idea that technological advancements should go hand in 
hand with responsible considerations to build trust and promote positive 
societal impact.

Digital technologies and services shall not pose a threat to the safety of 
individuals and society. Appropriate means and procedures must be in 
place to prepare for and respond to digital risks. This principle is further 
expounded by five provisions below:ⅹⅳ 

Korea’s principle-
based approach to AI 
governance for the goal 
of a digital society of 
mutual prosperity is in line 
with the response of the 
international community 
and the tech industry, 
which argues for the 
development and use of 
AI under the three themes 
of responsible AI, inclusive 
AI, and sustainable AI. 

Korea’s approach to 
responsible AI

01 US White House Executive Order on the Safe, Secure, and Trustworthy AI 

02 US National Institute of Standards and 
Technology (NIST) AI Risk Management Framework

03 UK AI Safety Summit and the Bletchley Declaration

04 G7 Guiding Principles for Developing AI 

06 EU AI Act

05 OECD AI Principles 

Principle 3
Creation of a safe and 
trustworthy digital society 

Ethical development 
and deployment of 
digital 
technology

Response to  
digital risks

Protection of 
digital privacy

Establishment of a 
wholesome digital 
environment

Protection of 
minors and youth

The development and deployment of digital 
technologies must be carried out responsibly in an 
ethical manner to ensure safety and trust.

Digital risk should be prevented and managed through 
appropriate measures and procedures, and information 
about the risk should be accessible and transparently 
disclosed to the public.

An individual’s privacy must be protected from illegal 
identification and tracking, including digital surveillance, 
location tracking, etc.

A healthy digital environment should prevent manipulation 
based on fake news and the production and distribution 
of illegal and harmful information, and effective measures 
and procedures should be in place to protect victims from 
digital crimes that occur.

Children should have the freedom to participate in an 
age-appropriate digital space while being afforded 
additional protection from potential crimes that may 
arise from digital technologies.
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Within the context of AI governance, these provisions, especially the first three on ethical 
development and deployment, Digital risks, and Privacy, have a direct linkage to 
discussions about AI policies. The table below illustrates how they may be anatomized in 
the context of AI governance:

Provision

Ethical 
development and 
deployment of 
digital technology

Response to  
digital risks 

Protection of  
digital privacy

•	� Cooperation and shared accountability 
across developers, deployers, and 
operators of AI systems throughout AI 
lifecycle

•	� Development of sector-specific and 
stage-specific guidelines 

•	� A mechanism for transparent information 
disclosure  

•	� An impact assessment scheme 
•	� A licensing scheme for highly advanced 

models

•	�� Risk control and management measures 
•	� A case-by-case evaluation scheme 
•	� Risk-based ex-post penalties 
•	� Equipping people with relevant skillsets 

and capabilities to ensure reliable 
operation

•	� Public-private platform for knowledge 
sharing and best practices

•	� A national registry of high-risk AI systems

•	� Robust data security measures and a 
clear reporting structure in case of a 
breach 

•	� Regular audits and assessments to 
identify privacy risks and take corrective 
actions when needed 

•	� Compliance with relevant data protection 
laws and ethical standards 

Underlying 
societal concerns 

Contextualization 
in AI governance 

•	� Bias and discrimination, social 
unrest, workforce displacement, 
public trust 

•	� Exploitation of AI systems for 
malicious purpose such as 
hacking, phishing, and malware, 
digital inclusion (protection 
of digitally illiterate citizens), 
national security, hybrid or 
cyber war

•	� Individual autonomy, legal 
and ethical obligations, misuse 
of technology for malicious 
purpose such as stalking 

Korea 
In Korea, responsible AI is one of the core topics around which domestic 
discussions have taken place. In December 2020, the MSIT launched 
the first National AI Ethical Standards and underscored the values 
of privacy protection, safety, and transparency, among others, as key 
requirements for AI. Based on these standards, the MSIT is in the process 
of supporting the industry in interpreting these standards in daily 
practices and processes. In tandem, it is also identifying regulatory or 
structural challenges that hamper such application. In February 2022, 
the MSIT launched the AI Ethics Policy Forum, composed of experts 
from academia, industry, and civil society. In collaboration with the Korea 
Information Society Development Institute (KISDI), a government-affiliated 
research institute in ICT policy, the Forum produced a self-auditing 
checklist and development guidelines for companies, as well as 
teaching materials and instructional guides for AI ethics education.  

Furthermore, the MSIT is developing a framework for private sector-
led AI reliability and ethics regulation, along with a management 
system for assessing AI impact. Following up from the first phase AI 
Ethics Policy Forum, the second phase launched in April 2023 aims to 
create sector-specific self-checklists and guidelines designed for AI 
system developers and operators in areas where reliability and ethics 
are emphasized, such as recruitment, public safety, and services using 
generative AI by December 2023. The impact assessment system will 
introduce voluntary compliance criteria for risk management, responsible 
compliance, and the impact of AI products and services.ⅹⅴ

“For responsible AI to spread throughout society and take root, there needs to be a balanced triad of inclusive 
technology development, developer/deployer ethics, and user ethics. This calls for all stakeholders to collectively 
contemplate and prioritize human-centered approaches to realize a safe society from the risks of digital technology.” 

- Choi Moon-sil, Director, National Information Society Agency (NIA) Department of Digital Inclusion
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Additionally, in collaboration with the Telecommunications Technology 
Association (TTA), the only institute in Korea dedicated to establishing, 
revising, and disseminating ICT-related standards, the MSIT has formulated 
guidelines for the development of AI systems. These guidelines 
encompass a testing and certification framework designed for AI system 
developers and operators. Although voluntary in nature, the MSIT and TTA 
aspire to utilize this framework to instill a standardized trustworthiness-
first approach within Korea’s AI industry. This will be achieved through the 
provision of consulting and training in the application of the framework.
 
For MSIT-led research and development projects, participating companies 
and organizations may be required to pursue certification as part of the 
requirements. The safety and trustworthiness testing and certification 
system, initiated in October 2023, is presently undergoing a trial period 
until December 2023.ⅹⅵ 

The National Assembly of Korea has also been keen to integrate 
considerations of AI responsibility, fairness, trust, and transparency into 
existing regulatory frameworks through legislative amendments, the 
ongoing efforts can be found in Appendix A. The pending AI Act takes a 
risk-based approach by scoping out high-risk AI systems that should be 
met with more stringent disclosure requirements.ⅹⅶ Also noteworthy is 
the ex-post regulatory approach that allows AI technologies to enter the 
market with relevant changes in regulations to follow, as necessary, which 
reiterates the Korean government’s keenness to facilitate industry growth. 

Overseeing data privacy issues in AI governance, the Personal Information 
Protection Commission of Korea (PIPC) has committed to a transition from 
a rule-based to a principle-based regulatory framework with differential 
compliance measures based on the valuation of sensitivity and risks.ⅹⅷ   
These efforts are enabled through public-private partnership, such as the AI 
Privacy Public-Private Policy Council, where robust and practical standards 
concerning privacy and data protection in AI systems are to be developed. 

In summary, Korea’s current endeavors in AI governance, a building block 
for a safe and trustworthy digital society, reflect a risk-based approach that 
embraces self-regulatory initiatives led by the private sector.

“Similar to a knife, and like everything else we use in our daily lives, AI also requires continuous investment 
and dedication in technological development. However, it is crucial to provide guidelines to prevent the misuse 
or abuse of the developed technology. ... TTA has created a development guide for the implementation of four 
technically achievable principles out of the 10 National AI Ethical Standards - diversity, stability, responsibility, 
and transparency - in AI services and products. By creating such development guides and providing training and 
consulting, we are fostering a system for companies to autonomously consider fundamental requirements for 
reliability from the product and service planning stages, thereby guiding companies to [conform to requirements 
for the development of safe and trustworthy AI systems]. ... It is expected that a standardized reliability verification 
system will contribute to the growth of the AI industry.”  

- Lee Kang-hae, Team Leader, TTA AI Convergence Planning Team

Global developments
This direction taken by Korea in AI governance is mostly in line with 
that of the international society. Security, safety, and risk management 
have become recurring themes in the AI governance models of other 
countries and international principles. The OECD AI Principles formulated 
in 2019 which Korea built its National AI Ethical Standards upon, suggests 
robustness, security, and safety as one of the value-based principles for 
the development and deployment of trustworthy AI.ⅹⅸ  

Another notable derivative of the OECD AI Principles, the recent G7 
International Guiding Principles on AI emphasizes a risk-based approach. 
It encourages implementing measures to identify, evaluate, and mitigate 
risks in the development of advanced AI systems, as well as after the 
deployment on the market.ⅹⅹ Specifically, Principle 5 explicitly calls for 
AI governance and risk management policies grounded in a risk-based 
approach, while Principle 6 mandates the establishment of security 
controls across the AI lifecycle. 

A distinctive departure from the risk-based approach found in Korea 
involves an additional layer of a lifecycle-based approach. This can be 
perceived as an effort to account for the diverse uses of and interactions 
with AI systems by stakeholders, acknowledging corresponding differences 
in risks and responsibilities that each stakeholder needs to prioritize.

The White House Executive Order on the Safe, Secure, and Trustworthy 
AI (the White House Executive Order) also entails standards for AI safety 
and security to guard against the potential risks of AI systems.ⅹⅺ These 
requirements include developing standards, tools, and tests to ensure 
the safety of AI; investing in an advanced cybersecurity program to spot 
vulnerabilities in critical software; classifying “the most powerful” or high-
risk AI systems and mandating developers of such AI models to share 
safety test results and critical information with the government; and 
formulating guidance on content authentication to identify AI-generated 
content and protect citizens from AI-enabled fraud. The Executive Order 
also goes at length to specify how the government will support privacy-
preserving research and technologies so that privacy risks posed by AI 
might be appropriately mitigated. 
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In addition to the White House Executive Order, the US has also produced, 
with the National Institute of Standards and Technology (NIST) leading 
the effort, the AI Risk Management Framework (AI RMF) in January 2023 
which emphasizes AI risk controls.ⅹⅻ Developed in close collaboration with 
private and public sectors, the AI RMF provides an overview of three types 
of AI Harms and outlines seven characteristics of trustworthy AI systems. 
Similar to the lifecycle-based approach manifest in the G7 AI Principles, 
the AI RMF recognizes the AI lifecycle as a crucial point of consideration 
for effective management of AI risks.ⅹⅻⅰ  

In November 2023, over 150 representatives from governments, industry, 
and civil society gathered at the UK AI Safety Summit, which culminated 
in the Bletchley Declaration signed by 28 countries.ⅹⅹⅳ The Declaration 
reached an initial agreement on frontier AI and expressed the need 
for national and international cooperation on AI risk identification and 
mitigation. In doing so, the Declaration called for countries to adopt 
risk-based policies and build legal and regulatory frameworks based on 
national circumstances. In furtherance of this goal, countries should aim to 
build “a scientific and evidence-based understanding of these risks,” which 
may involve utilizing impact assessments and testing tools.ⅹⅹⅴ

As such, ensuring the security, safety, and trust of AI technologies stand 
as paramount objectives of AI governance. Numerous global initiatives 
indicate a preference for a risk-based approach that accounts for the 
diversity in the AI value chain. This approach enables the development of 
more tailored fit compliance measures based on one’s role, whether as a 
developer of a large-scale AI model, a deployer of a service using the said 
model, or both. 

Private Sector
Some leading AI companies, such as Microsoft, have been extensively 
collaborating with different stakeholders to operationalize AI safety and 
security, demonstrating trustworthiness and responsibility. Regarding the 
principle of facilitating a safe and trustworthy digital society, Microsoft 
acknowledges both the potential of AI to help make society safer, and the 
potential risks if the technology is used adversely, or without appropriate 
care.

In the context of the Russia-Ukraine war, Microsoft proactively tracked and 
monitored Russia’s cyber threats as early as January 2022, preceding the 
latter’s formal invasion.ⅹⅹⅵ Microsoft’s world-leading AI algorithms and 
analytics facilitated the identification of patterns, behaviors, and potential 
vulnerabilities in real-time. This information was then communicated to 
the Ukrainian government through AI-driven 24/7 threat intelligence 
platforms that enabled the rapid dissemination of actionable insights 
and the corresponding deployment of countermeasures. Through the 
effective utilization of AI and cybersecurity capabilities, Microsoft identified 
and mitigated digital risks associated with cyber threats, exemplifying 
how a committed and responsible private actor can contribute to the 

international cooperation in creating a safer and more resilient digital 
society. Drawing from its wealth of knowledge and experience like this, 
Microsoft has also been producing valuable resources for the benefit of 
the global security community.2

Considering Korea is still at war with North Korea, the heightened 
risk of AI-intensified cyberterrorisms poses a real threat to the Korean 
government that must be averted. To ensure Korea’s national security, 
maintaining cybersecurity capabilities of the highest caliber in the face of 
complex and dynamic cyber threats is of utmost importance, which can be 
supported by the exponential power of AI. 
 
Simultaneously, the power of AI must be harnessed and managed 
responsibly, a principle that Microsoft keenly abides by. Prior to the 
issuance of the White House Executive Order, seven leading AI companies, 
including Microsoft, Google, Amazon, Meta, and OpenAI, committed to a 
set of Voluntary Commitments with the US government. The objective was 
to demonstrate the principles of safe, secure and trustworthy development 
of AI technology.ⅹⅹⅶ These commitments encompass internal and external 
security testing by experts prior to public use, cross-sector sharing of 
best practices, investment in cybersecurity and insider threat safeguards, 
as well as robust reporting and discovering by third parties. Importantly, 
these commitments align with AI governance measures endorsed in 
global principles. The securing of this first wave for voluntary commitment 
from AI companies had attracted additional companies to sign on.ⅹⅹⅷ The 
expressed support from the private sector had laid a sound foundation for 
the US Government to push forward with the Executive Order on AI. 

Microsoft has consistently led by example over time by embracing and 
embodying new global standards and compliance requirements into 
its products and practices ahead of the curve, whether it be the EU’s 
General Data Protection Regulation (GDPR) or the Responsible AI (RAI) 
movement.ⅹⅹⅸ In the case of the GDPR, Microsoft was the first hyperscale 
cloud provider to prepare GDPR terms and conditions at the enterprise 
level, while it had also initiated the first step to embed responsible AI in its 
research, governance, and engineering. In the domain of AI governance 
as well, Microsoft continues to showcase accountability and responsibility. 
Particularly impactful about Microsoft’s thought leadership in AI 
governance is that, as one of the largest providers of digital infrastructure, 
Microsoft’s efforts translate into the safety, security, and trust of AI 
development and deployment for its clients across sectors and industries. 
This, in turn, has strengthened the entire AI ecosystem, making it that 
much more resilient. 

2	� Microsoft’s flagship products, showcasing recent trends in cybersecurity and providing actionable insights for all stakeholders to contribute to 
a safer digital society, include the Microsoft Digital Defense Report (now in its fourth annual edition) and Digital Front Lines, a special report 
developed in partnership with FP Analytics with a focus on hybrid warfare. These can be accessed here: https://www.microsoft.com/en-us/
security/security-insider/microsoft-digital-defense-report-2023; https://digitalfrontlines.io/ 
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Principle 4 stipulates that a digital society is one in which the ongoing 
development of digital technology and innovation is encouraged.  
This culture of innovation should be built upon a foundation that respects 
individuals’ autonomy and creativity. In the Digital Bill of Rights, four 
provisions are suggested to foster such culture:ⅹⅹⅹ 

Principle 4
Promotion of  
autonomous and creative 
digital innovation

Freedom of digital 
innovation activities

Revision of 
regulatory 
framework

Support for  
digital innovation 

Resolution of 
conflicts arising 
from digital 
transformation

Everyone is entitled to the freedom to engage 
in economic, social, and cultural activities that 
promote digital innovation in diverse fronts. 

A reasonable regulatory system that respects 
civil liberty for the promotion of digital 
innovation and the regulation should be 
reasonably reformed in consideration of social 
acceptability, industrial maturity, and the speed 
of technological development. 

Professional workforce training, research 
and development investment, and start-
up revitalization, as well as infrastructural 
development and systems building should take 
place in close cooperation between the private 
and public sectors for the continuous creation 
of digital innovation. 

An institutional base for multistakeholder 
discussions and deliberation should be made to 
manage and prevent social conflicts that may 
arise in the process of digital transformation and 
reach a societal consensus. 

One area where the Korean government’s efforts have been prominent and particularly relevant to 
the discourse of AI governance would be Revision of regulatory framework to abolish outdated 
regulations that no longer fit with the digital environment. This provision is already being put into 
practice through various measures outlined below to reform and update the existing regulatory 
framework to encompass the AI industry, thereby reinforcing the basis for a globally competitive 
digital society in a responsible manner. 

Provision

Regulatory reform 
and revision 

•	� Amendments to existing regulatory 
frameworks such as data governance, 
financial systems, etc 

•	� Expansion of the post-regulatory 
(blacklist) approach to permit innovation

•	Expansion of the risk-based approach 

•	� Detailed guidelines to complement ex-
post regulations and provide legal clarity 
and certainty 

•	� Public consultations and forums for 
discussion

•	� Regulatory sandboxes to test and deploy 
innovative AI applications 

•	� Cross-border reference building and 
sharing

•	� Education and training for regulators

•	� Incentives to promote self-regulations by 
the private sector 

Underlying 
societal concerns 

Contextualization 
in AI governance 

•	� Lagging behind in a digital 
society, exacerbation of 
digital divides and inequities, 
unauthorized use and 
exploitation of personal 
data, and unmet ethical 
considerations 

Korea 
From the outset, Korea has refrained from imposing new regulations or 
mandates, opting instead to integrate the components of AI governance 
into existing frameworks and systems. In May 2020, the MSIT, together 
with the National Information Society Agency (NIA), first launched the AI 
Legislation and Regulation Committee, tasked with collecting opinions 
on social changes likely to be caused by AI and developing an agenda 
to reconcile existing laws, regulations, and interpretations by regulators 
and judicial authorities with those anticipated changes.ⅹⅹⅺ This whole-of-
society committee consisted of members from the public sector, such as 
the MSIT, the Ministry of Justice, Ministry of Culture, Sports and Tourism, 
and the Ministry of Interior and Safety, along with private members from 
industry, business, law, and academia. In December 2020, the committee 
unveiled a roadmap outlining 30 jointly identified tasks that should 
be prioritized to strengthen the foundation for the development and 
utilization of the AI industry and prevent adverse effects.ⅹⅹⅻ   

A noteworthy aspect of the roadmap’s development was the careful 
consideration of Korea’s domestic legal systems vis-à-vis overseas 
legislative trends for global coherence. The roadmap emphasized that 
regulatory reform and revision should foster industry autonomy through 
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self-regulation and be grounded in social consensus to carry weight and 
achieve the desired impact.

This roadmap supported discussions within the Korean government about 
amending the Personal Information Protection Act (PIPA). Following 
its enforcement in September 2023, the amended PIPA will now grant 
data subjects the right to refuse decisions made by automated systems 
for processing personal information if these decisions significantly impact 
their rights or obligations. It also provides data subjects with the right to 
request explanations for these decisions.ⅹⅹⅻⅰ Additionally, it prompted 
discussions on amending the Copyright Act to enable large data use in 
analysis and AI learning, although this amendment is still pending. 

In August 2023, the 4th AI Legislation and Regulation Committee 
was launched, this time to update the initial AI legislative roadmap and 
enhance regulatory frameworks for hyperscale AI.ⅹⅹⅹⅳ Structured into four 
specialized subcommittees addressing regulatory enhancements, trust-
building measures, sector-specific considerations, and AI-related copyright 
matters, the committee will clarify the definitions and scope of key terms in 
AI governance, such as high-risk AI. It will also evaluate Korea’s alignment 
with global AI standards and identify new areas of reform. The updated 
roadmap for regulatory reform is expected this year.

While the National Assembly of Korea deliberates on the comprehensive 
legal framework for the nation’s AI policy through the draft AI Act, it 
has concurrently been incorporating AI governance into Korea’s existing 
regulatory frameworks through legislative amendments.ⅹⅹⅹⅴ Introduced 
bills for amendment range from the Fair Hiring Process Act and Content 
Industry Promotion Act to the Information and Communications 
Network Act, manifesting the Korean government’s awareness of and 
inclination to manage AI and its societal impact in the most efficient manner 
possible.ⅹⅹⅹⅵ  

In addition to revising existing regulations for industry autonomy and 
innovation, the Korean government employs the ICT Regulatory Sandbox 
to waive regulations to a limited extent.ⅹⅹⅹⅶ Identifying gaps between new 
technologies and the current regulatory structure, the Sandbox tests and 
verifies the safety and impact of the technology, allowing the government 
to monitor potential risks and gather insights for regulatory improvement. 
Currently, two AI system deployers are demonstrating their services in the 
Sandbox, undergoing safety testing.ⅹⅹⅹⅷ   

Interviews with experts highlight global consistency and coherence as a 
crucial aim for the Korean government, which exercise influence over the 
development of national strategies and policies, such as the Digital Bill of 
Rights, the Ethical Standards and the PIPC’s policy directions for regulating 
use of personal information in AI. This emphasis on global coherence 
corresponds to the interconnectedness and immediacy of digital 
transformation. To transition to a mutually prosperous digital society, 

harmonizing the national AI governance framework with that of the global 
has become essential. The harmonization also helps in ensuring the 
domestic AI industry develops and becomes secure in tandem with global 
trends. In line with this reasoning, relevant government institutes like NIA, 
the TTA, and KISDI are all committed to review and ensure alignment of 
the Korean approach with international standards. 

Overall, Korea’s approach to AI governance reflects a commitment to 
innovation and industry autonomy, responsiveness to the evolving 
landscape of AI, and awareness of the overarching transformative impact 
that AI will have on Korean society. The collaborative efforts of the AI 
Legislation and Regulation Committee, coupled with initiatives like the 
ICT Regulatory Sandbox, showcase the country’s dedication to refining 
its AI governance framework to align with global trends, and strengthen 
the industry’s competitive edge in the global market. These strategic 
and adaptive measures position the nation at the forefront of fostering a 
conducive environment for technological innovation and responsible AI 
development and deployment.

Global developments 
Other countries and global partnerships are also aware of the need for 
responsible regulatory updates to facilitate the responsible development 
and deployment of AI, as demonstrated by the EU AI Act, the US White 
House Executive Order, and other guiding principles.

In an effort to establish a framework that ensures user trust in AI, the EU 
AI Act advocates for the use of regulatory sandboxes.ⅹⅹⅹⅸ Within these 
sandboxes, innovation would be fostered in a controlled environment 
with oversight, and additional measures would be implemented to ease 
the regulatory burden for SMEs and startups. This “innovation-friendly” 
approach has also been endorsed by the French, Italian, and German 
governments, emphasizing their collaborative approach to AI governance. 
They remain dedicated to “reducing unnecessary administrative burdens 
on companies that could impede Europe’s ability to innovate,” which may 
involve significant reforms, simplifications, or the facilitation of fast-track 
procedures to authorize AI innovation and investments in the EU.ⅹⅼ 
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The White House Executive Order also champions innovation and 
competition, with one strategy being the assurance of a fair, open, and 
competitive AI ecosystem.ⅹⅼⅰ For example, the US plans to modernize 
its immigration policies to attract AI talent, while adopting regulatory 
measures to grant SMEs and startups access to resources and public 
assistance for more active participation in the industry. In terms of the 
role of experimentation, the Executive Order seems to indicate using the 
adoption of AI by government agencies as a sandbox to monitor and test 
AI governance for future actions.ⅹⅼⅱ 

A crucial aspect of how the US government approaches regulatory 
streamlining efforts is the emphasis on inclusion and consultation with 
industry and relevant stakeholders to accurately establish and modify 
regulatory guardrails. Particularly when addressing the high risks of AI and 
its potential implications, developing responsible policy and regulatory 
approaches, and advancing innovation, the Executive Order mandates 
the solicitation of input from the private sector.ⅹⅼⅲ The advisory committee 
to be established for AI safety and security will include AI experts from 
the industry and will be expected to engage directly with the Secretary 
of Homeland Security to ensure the resilience of AI usage in critical 
infrastructure. Thus, the US’ regulatory revision process provides ample 
space for private sector participation, recognizing that voices from the 
field are essential for building applicable and appropriate guardrails that fit 
with the context of national society.

Apart from the above, the OECD AI Principles also urge governments 
to establish an agile regulatory environment that fosters responsible 
innovation through controlled experimentation, and the continuous review 

and reform of their policy frameworks under Principle 2.3.ⅹⅼⅳ All of these 
aspects, as outlined earlier, are evident in Korea’s approach to facilitate 
autonomous innovation in the private sector.

The Bletchley Declaration from the UK AI Safety Summit also 
acknowledges a pro-innovation approach. It emphasizes the need for 
governance mechanisms that can effectively maximize the potential of AI 
in a responsible manner.

In the realm of fostering innovation, the imperative of global alignment 
becomes evident, as exemplified by the recent developments surrounding 
the EU AI Act passed in June 2023. Amendments to this legislation have 
been instituted to harmonize with international standards, particularly 
those defined by the OECD, aiming to enhance the relevance of their 
governance framework and ensure active participation in discussions on 
international standards in the future.ⅹⅼⅴ In this context, Korea may consider 
reassessing its existing proposals for AI governance, including the draft 
AI Act, to pinpoint areas for closer alignment with international practices. 
An aspect that warrants attention is the more precise categorization of 
stakeholders within the AI industry. Under Korea’s current approach, all 
participants in the AI ecosystem are amalgamated and acknowledged 
as business operators.ⅹⅼⅵ In contrast, the OECD, EU, and the US employ 
a more specific categorization by distinguishing between AI system 
developers and AI system deployers.ⅹⅼⅶ This approach takes into account, 
as previously explained, the diverse roles, risks, and corresponding 
responsibilities applicable to each industry actor based on their position in 
the AI value chain.

The principle of innovation and autonomy has been widely echoed 
by global actors in AI governance, where governments recognize that 
regulatory frameworks should not undermine industry-led innovation. 
To strike this balance, there is a trend of organizing controlled 
experimentation and inviting experts from the industry to gain real-life 
insights. This approach aims to reform policies in ways that they are more 
impactful and relevant to enhancing responsible AI development and 
deployment through innovation.

Private sector 
Microsoft advocates for an AI governance framework aligned with the 
technology architecture and actively engages with the public sector 
to contribute to successful adaptation of such reform.ⅹⅼⅷ As a leading 
tech industry player, Microsoft has expounded the dynamic structure of 
the AI ecosystem through thought leadership, including the five-point 
Blueprint for Governing AI, and participation in relevant discussions 
taking place at the national and international levels. Given AI’s dual role as 
both an innovation itself and a transformative infrastructure for creative 
applications, an innovation-friendly regulatory revision necessitates 
identifying tailored responsibilities based on industry players’ diverse roles 
in managing and utilizing AI technology. Microsoft continues to assist 
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governments in reflecting such industry characteristics to facilitate effective 
and efficient regulatory revisions, emphasizing the adequacy of existing 
measures, especially at the applications level, and deliberating the best 
approach to develop new ones when needed.

At the vanguard of innovation and creativity in the digital era, Microsoft 
has exercised prudence in every step, ensuring accountability for the 
outcomes and impacts of its changemaking. In 2017, amid the escalating 
rate of cybercrime and the disconcerting proliferation of cyberattacks 
to an unprecedented level, Microsoft advocated for the convening of 
the Digital Geneva Convention.ⅹⅼⅸ While safeguarding and defending its 
customers at the corporate level, Microsoft had recognized the need for 
collective, concerted efforts on a global scale and urged governments 
to unite in addressing this emerging risk. By then, Microsoft had already 
proactively allocated over USD 1 billion annually to security-related 
research and investment.  

Another example pertains to the management of sensitive AI use cases, 
particularly facial recognition technology. Since 2018, Microsoft has 
actively advocated for governments to implement guardrails to prevent 
the misuse of facial recognition that could violate citizens’ fundamental 
human rights.ⅼ  Microsoft presented insights into the potential societal 
and economic consequences of facial recognition technology, offering 
recommendations for both the public and private sectors to effectively 
govern problematic AI use cases. This illustrates Microsoft’s commitment 
to provide a constructive perspective on policy as a responsible corporate 
member of society. Finally, in 2020, its advocacy bore fruit with the 
passage of Washington state legislation on facial recognition.ⅼⅰ  

Drawing on many years of work, research, and input, Microsoft boldly 
takes aggressive steps to revise, update, and future-proof its products and 
services against evolving risks and concerns associated with innovation. 
This vigilant approach elucidates how Microsoft, as mentioned earlier, was 
the first to institutionalize the concept of Responsible AI and promptly 
developed the Customer Copyright Commitment (formerly the Copilot 
Copyright Commitment) in response to the emerging issue of copyright 
infringement in generative AI in 2023.ⅼⅱ Notably, the Customer Copyright 
Commitment itself is a revision, building on the foundation of the AI 
Customers Commitments. These commitments not only inform Microsoft’s 
customers about the techniques at Microsoft that protect and facilitate 
their creative autonomy but also provide useful references for other 
companies and governments.

Microsoft’s agile revision of its processes, adapting to evolving needs 
and societal risks as technology advances, is complemented by proactive 
information sharing with other stakeholders, contributing to the common 
good. This capability is facilitated by Microsoft’s dedication to monitoring 
risks in real-time and taking swift action based on a holistic, data-driven 
analysis of the gravity, severity, and complexity of the issues at hand. 

“Big tech companies like Microsoft have established internal systems, including their own ethical principles, 
technological measures, and research resources to guarantee reliability and trustworthiness [of AI systems]. 
On the other hand, SMEs and startups, while being interested in innovative development and dissemination 
of technological advancements, may lack adequate preparation to appropriately address the potential risks of 
technology. In this regard, we create and distribute AI ethics self-checklists to address these issues, but if big tech 
companies could share their internal policies, managerial efforts, and institutional initiatives for securing AI ethics 
and reliability, it is believed to contribute to a healthier growth in the overall industry ecosystem. Particularly, 
by collecting various best practices and disseminating them to SMEs and startups, it is expected that as more 
startups successfully integrate and grow by plugging into the foundation models of large companies, mutual 
growth becomes possible. Therefore, it is thought that big tech companies should take on the role of securing AI 
ethics and trust.” 
- Dr. Moon Jung Wook, Director, KISDI Department of Intelligent Information Society Policy Research

Inclusive AI underscores the importance of addressing diversity and 
accessibility in AI technologies. Korea recognizes the need to ensure that 
AI benefits all segments of society, regardless of demographic factors. This 
includes efforts to mitigate biases in AI algorithms and promote inclusivity 
in the development process, allowing for diverse perspectives to be 
considered and avoiding the creation of technologies that inadvertently 
marginalize certain groups.

Principles 1 and 2 of the Digital Bill of Rights upholds the theme of 
inclusive AI by underscoring the need to protect digital freedom, human 
rights, and by guaranteeing fair access and equitable opportunities in 
digital society. 

Korea’s approach to 
inclusive AI
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The first principle of the Digital Bill of Rights emphasizes this theme by 
establishing respect for human dignity and values as the foundation of the 
digital society in which everyone’s rights and freedoms are guaranteed. 
This principle explicitly outlines six digital rights and freedoms:ⅼⅲ

Principle 1 
Protection of digital 
freedom and rights in the 
digital 

Assurance of 
digital accessibility

Freedom of 
digital expression

Respect for 
digital diversity

Access and 
control over 
personal 
information

Right to digital 
alternatives 

Safe and healthy 
digital work and 
right to 
disconnect  

Everyone is entitled to a stable network 
environment, ensuring that various digital 
services should be accessible and available at 
all times and everywhere.

Everyone is entitled to freely express their 
will in a digital environment. However, this 
right should be exercised responsibly to avoid 
infringing on others’ rights, public morality, or 
social ethics.

Everyone must be protected from unreasonable 
discrimination and prejudice resulting from the 
use of digital technology and be respected for 
their social and cultural diversity.

Everyone must have access to and control 
over information about themselves in a digital 
environment, including, but not limited to, the 
rights to access, correct, delete, and transfer 
such information.

Everyone has the right to request alternative 
methods to substitute digital methods in the 
public sphere.

Everyone is entitled to work safely and healthily 
in various work environments arising from 
the development of digital technology and to 
ensure rest away from digital connectivity.

While the other human rights and freedoms outlined in Principle 1 are relatively straightforward in 
terms of enforcement in the context of AI, the Guarantee of digital accessibility may seem less 
familiar. The table below illustrates what ensuring accessibility through AI governance may entail and 
unpacks the underlying social concerns that make digital accessibility a crucial objective in the AI era:

Provision

Guarantee of  
digital accessibility 

•	� Promotion of AI-powered assistive 
technologies with human-centred design 
in public service digitalization

•	� Accessibility guidelines and standards for 
developers and deployers of AI systems 
and services

•	� A diversity and inclusion advisory group 

•	� Training and awareness programs on 
implementing inclusive features in AI 
development and deployment

Underlying 
societal concerns 

Contextualization 
in AI governance 

•	� Exclusion of a certain population 
group, exacerbated inequality 
at different levels of technology 
literacy, breach of basic human 
rights including voting rights 
and freedom

Korea 
The MSIT, responsible for strategizing and implementing science, 
technology, and digital innovation in Korean society, has been actively 
involved in enhancing the social acceptability of AI technology by 
developing and shaping the bedrock for AI policies, namely the Digital 
Bill of Rights and the National AI Ethical Standards.ⅼⅳ In December 
2020, MSIT launched the first National AI Ethical Standards, drawing from 
recommendations provided by organizations such as the OECD and 
EU. Of the ten standards laid out by the MSIT, the first focuses on the 
protection of human rights and the third on respect for diversity. 
 
In May 2020, MSIT initiated the AI Legislation and Regulation Committee, 
charged with pinpointing areas for enhancement in the current regulatory 
framework to more effectively address AI’s impact on Korean society. In 
the final roadmap, unveiled in December 2020, the Committee identified 
the need for a legal foundation for digital inclusion policies that could 
strengthen citizens’ capabilities and narrow gaps so that the benefits of AI 
could be distributed more universally.ⅼⅴ To address this need, the roadmap 
proposed the enactment of the Digital Inclusion Act. 

Although the legislative process for the Digital Inclusion Act was paused in 
recent years, the government reaffirmed its support for the Act during the 
presentation of the Digital Bill of Rights in September 2023, clarifying that 
the former will be developed based on the latter.ⅼⅵ  

In this regard, the MSIT has introduced accessibility standards for 
websites, mobile apps, and kiosks and promoted the construction of 
a kiosk UI platform, where easy user interface (UI) design guidelines 
and relevant resources are compiled together. In June 2023, MSIT, in 
collaboration with NIA and the ICT Accessibility Standardization Forum, 
hosted the Digital Accessibility Conference.ⅼⅶ Digital platform companies, 
as well as academia and civil society representatives were invited to share 
best cases to enhance digital accessibility and discuss design guidelines for 
digital devices and services that accommodate diverse needs, including 
the elderly and people with disabilities. 

In addition to pushing for digital accessibility in the private sector, so 
that the future brought by digital and AI transformation is inclusive and 
diverse, the Korean government is also taking measures to improve the 
accessibility of its public services. As part of its Digital Government 
Masterplan 2021-2025, the Korean government is dedicated to realizing 
the mission of implementing intelligent public services aided by AI-
enabled virtual assistants.ⅼⅷ These virtual assistants aim to alleviate the 
challenges citizens face when accessing digital public services, including 
difficulty in finding certain benefits or services and other inconveniences 
related to navigating the digital offerings. Future plans include integrating 
AI-enabled virtual speakers for vocal guidance, further improving the 
accessibility to digital public services. 
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addressing this concern, the AI RMF recommends prioritizing “workforce 
diversity, equity, inclusion, and accessibility processes” in mapping, 
measuring, and managing of AI risks. 

In the US White House Executive Order announced in October 2023, 
accessibility is referenced only within the context of providing “workforce 
training and development that is accessible to all.”ⅼⅻ A broader 
interpretation might suggest that considerations for AI accessibility may 
be encompassed within the principle of Advancing equity and civil rights 
that prohibits discrimination, bias, and other abuses. 

Moreover, participants in the Bletchley Declaration, a key outcome from 
the UK AI Safety Summit signed by 28 countries, agreed that AI should be 
used in an inclusive manner and noted that in order for AI to be inclusive 
it must be accessible.ⅼⅻⅰ  

Overall, recent global developments on AI governance showcase a 
human rights-centered approach, which inherently promotes accessibility 
in AI systems and products. As such, there remains plenty of scope 

Since 2019, NIA has spearheaded the Digital Inclusion Forum, a public-
private platform dedicated to addressing digital marginalization at a 
societal level. During the Steering Committee meeting held in November 
2023, the Forum established a standalone subdivision for inclusive 
policy. This new subdivision joins the existing ones, each dedicated to 
capacity development, information accessibility, and counter-responses, 
respectively, enabling mid- to long-term discussions on digital inclusion.ⅼⅸ  

In summary, domestic developments in Korea acknowledge the 
significance of accessibility as an important facet of human rights and 
freedom in a digital society.  However, there appears to be a gap in 
translating this recognition into concrete processes and practices that 
bolster AI accessibility within the AI governance framework. As of now, 
there are preliminary discussions focusing on incorporating accessible and 
inclusive design in AI development and deployment, improving access 
to extensive data for AI experimentation and innovation, and enhancing 
accessibility to public educational resources about and through AI. 

Global developments
The emphasis on AI accessibility is apparent in the global discussions 
of AI governance, particularly in support of and warranting respect for 
human rights. Notably, the OECD AI Principles include provisions covering 
inclusive growth, human-centered values, and fairness.ⅼⅹ Ensuring digital 
accessibility through human-centered design, diversity and inclusion, and 
educational programs is a natural consequence of these principles. In fact, 
OECD’s first values-based principle focusing on inclusive growth highlights 
the importance of engaging in policy action surrounding AI that includes 
everyone and avoids negative impacts on vulnerable groups. 

The National Institute of Standards and Technology (NIST) produced the 
AI Risk Management Framework (AI RMF) in 2023, which underscores the 
importance of fairness in creating trustworthy AI systems.ⅼⅺ One concern 
raised by the AI RMF is surrounding the inaccessibility of AI systems for 
individuals with disabilities or for those affected by the digital divide. In 

“At the current juncture, as we enter the era of heightened digitalization, digital accessibility is becoming a 
universal right. To ensure the well-being of all citizens, including marginalized groups, in future societies, it is not 
only essential to enhance their capability to effectively utilize digital tools but also imperative for technology itself 
to evolve with considerations for diversity and inclusivity. Companies should adopt an inclusive perspective in 
technology development, implementation, and device design. Simultaneously, the government should strive to 
facilitate such transitions within companies.

The National Information Society Agency (NIA) supports the enhancement of basic digital skills and practical 
education for all citizens through the ‘Digital Learning Hub.’ Moreover, we contribute to the proliferation of a 
healthy digital information culture and the creation of an ecosystem for digital social innovation. These activities 
span various fields, including the development and implementation of essential digital inclusion policies, ensuring 
access to and utilization of intelligent information services, and fostering and nurturing digital talent.” 
- Choi Moon-sil, Director, National Information Society Agency (NIA) Department of Digital Inclusion

Governments worldwide are leveraging AI to keep pace with public service innovation. With the 
help of AI, governments are becoming increasingly accessible, available, and attuned to the needs 
of their citizens in the digital era. These nations stand at the forefront of ushering in inclusive AI in 
the public sector, and in the heart of their transformative journey, Microsoft remains a dedicated 
supporter, assisting them in empowering every person within their societies and beyond.  

India

Powered by language models 
from government-backed 
AI4Bharat and reasoning models 
from Microsoft Azure OpenAI 
Service, the Jugalbandi chatbot 
assists citizens overcome 
language barriers and access 
government programs in their 
native languages.3 The chatbot 
has expanded to cover 10 of 
India’s 22 official languages 
and 171 government programs, 
offering personalized information 
retrieval. The Indian government 
will keep rolling out language 
solutions at scale as digital 
public goods, enabling smoother 
interactions between citizens and 
institutions within Indian society. 

Canada

Microsoft’s AI-powered 
Translator now provides 
services in Inuktitut, the native 
language of over 70% of 
Nunavut’s Aboriginal population.  
Through collaboration with 
the Government of Nunavut 
and local community groups, 
Microsoft has contributed to 
breaking language barriers in 
Canadian society and preserving 
indigenous languages, which 
are fundamental elements of 
Canadian culture and heritage.2 

Australia 

Australian Public Service will be 
one of the first governments in 
the world to trial generative AI 
services, powered by Microsoft 
365 Copilot. The trial will run 
from January to June 2024. 
Prime Minister Antony Albanese 
stated that “by strengthening 
our partnership with Microsoft, 
we are charting a course for 
the future of public service—
one where generative AI is used 
responsibly to enhance the 
work of the APS in delivering 
for Australians without 
compromising on safety.”1

1	� Prime Minister of Australia (2023). Australian Government collaboration with Microsoft on artificial intelligence. Available at: https://
www.pm.gov.au/media/australian-government-collaboration-microsoft-artificial-intelligence

2	� Microsoft (2022). “Introducing Inuinnaqtun and Romanized Inuktitut!.” Available at: https://www.microsoft.com/en-us/translator/
blog/2022/02/01/introducing-inuinnaqtun-and-romanized-inuktitut/

3	� Microsoft (2023). “With help from next-generation AI, Indian villagers gain easier access to government services.” Available at: 
https://news.microsoft.com/source/asia/features/with-help-from-next-generation-ai-indian-villagers-gain-easier-access-to-
government-services/
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for improvement to consider the implications of AI development and 
deployment for groups with disabilities, based on which measures to 
address their existing needs in the current digital society, as well as new 
challenges arising from AI expansion, should be suggested. 

Private Sector
For Microsoft, accessibility is not a mere buzzword or a vague principle; 
it is an inherent aspect of doing business. Recognizing the transformative 
potential of technologies, especially AI, on the lives of people with 
disabilities, Microsoft created a dedicated accessibility research team. This 
team focuses on developing innovative solutions to bridge the disability 
divide prevalent in society. Since 2018, Microsoft has been committed 
to empowering people with disabilities through the AI for Accessibility 
program.ⅼⅹⅳ This initiative aimed to expedite the development of more 
inclusive AI solutions and normalize the practice of developing and 
deploying AI systems with accessibility in mind within the AI ecosystem. 
This is exemplified through Microsoft’s various accessibility-enhancing tools 
including Accessibility Insights, a developer tool for UI accessibility testing 
and remediation, designed to reduce unintended barriers for users with 
disabilities. Over the course of 5 years, AI for Accessibility invested USD 25 
million, and in 2021, Microsoft launched a new accessibility commitment 
that focuses on technology, the workforce, and the workplace.ⅼⅹⅴ   

Amidst the swift digitalization of information, Microsoft has played a 
crucial role in safeguarding basic human rights, specifically voting rights 
for people with disabilities, by leveraging technology to enhance digital 
accessibility. In collaboration with the American Association of People with 
Disabilities (AAPD), Microsoft introduced the Disability Voting Index in  
2022.ⅼⅹⅵ This comprehensive tool compiles information about accessible 
voting options in all 50 states in the US, organizing it into a searchable 
database for convenient access. The Disability Voting Index stands as a 
tangible outcome of Microsoft’s commitment to closely engaging with 
disability communities, actively addressing their unique challenges in the 
digital era through technological solutions.

Microsoft’s dedication to AI accessibility extends globally, including 
Korea. In 2020, Microsoft collaborated with SK Telecom and the Korean 
Employment Agency for People with Disabilities to conduct an online 
seminar on the topic of AI for Accessibility. During the seminar, Microsoft 
introduced its various AI-enabled assistive technologies that people with 
disabilities can utilize to enhance their work, life, and human interactions 
and sought cross-sector cooperation to foster an inclusive society that 
recognizes diversity.ⅼⅹⅶ   

In the same year, Microsoft launched the Microsoft Enabler Program in 
Korea, among other countries, which has since expanded to 9 countries 
and has helped over 350 individuals with disabilities in securing job 
opportunities.ⅼⅹⅷ Microsoft supported its local partners in instilling a 

culture of diversity and inclusion in their organization through 45 hours 
of training focused on designing an inclusive hiring process and the use 
of assistive technologies implemented through agile AI. This support 
has been possible and proven to be effective due to Microsoft’s years of 
investment into accessibility research and thought leadership, based on 
internal trials and insights.

For Microsoft, accessibility is a responsibility, and an opportunity. AI 
plays a significant role in addressing the social challenge of integrating 
people with disabilities into society.ⅼⅹⅸ Simultaneously, Microsoft also 
sees accessibility as a business opportunity to embrace a previously 
marginalized group as its avid users and appeal to value-driven millennials. 
Thus, Microsoft has long incorporated considerations of accessibility into 
its products and processes, accruing extensive experience and expertise 
in operationalizing AI accessibility for a more inclusive digital society. This 
serves as an indispensable pool of knowledge for policymakers worldwide. 

Competition and opportunities for innovation should be equitable in the 
digital society, ensuring that the benefits of digital innovation are enjoyed 
by the entire community. Principle 2 identifies five provisions as below to 
ensure fair access and opportunities:ⅼⅹⅹ   

Promotion of  
fair competition

Protection of digital 
properties and 
assets 

Enhancement of 
digital literacy 

Guarantee of  
data access 

Enabling social 
safety nets

To foster a fair competitive environment in 
the digital economy, appropriate measures 
should be taken to address the harms caused 
by information and technology monopolies, as 
well as issues of unfairness in algorithms.

Digital assets formed through individual 
investment and efforts should receive fair 
protection, and contracts related to these 
transactions should be fair, ensuring individuals 
the freedom to enter into them.

The digital divide must be addressed to ensure 
equal opportunities for the development and 
use of digital technology, and educational 
opportunities for enhancing digital literacy 
should be provided.

Open data access should be promoted, and 
especially in the case of public data, equal 
opportunities for access and use must be 
ensured fairly, with necessary measures taken to 
universally expand the right to its usage.

Benefits of digital innovation should be shared 
by the community, with necessary measures 
taken to enhance social safety nets to address 
economic and social inequalities resulting from 
digital advancement.

Principle 2
Guarantee of fair 
access and equitable 
opportunities in the 
digital 
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Given the shrinking population in Korean society, attributed to the world’s lowest birth rate, 
enhancing the productive capacity of the future workforce has and will continue to become crucial 
for achieving mutual prosperity. In a digital society, productive capacity can be read as a direct 
function of the population’s level of digital literacy, with a special emphasis on AI literacy. The table 
below provides examples of how an AI governance framework may aim at improving digital literacy.

Provision

�Enhancement of 
digital literacy 

•	� Development of a support scheme for 
workforce reskilling and transition

•	� Integration of digital literacy and  
AI education into school curriculum 

•	� Community awareness workshops and 
campaigns

•	� AI ethics teaching materials

•	� Active public-private partnerships at 
provincial and regional levels for  
AI capacity building

•	� Increased research and development in 
fake news filtering technology

Underlying 
societal concerns 

Contextualization 
in AI governance 

•	� Loss of economic capacity and 
productivity due to exclusion of 
non-digital natives, social cost 
of digitally excluded, increased 
vulnerability to manipulation 
and fake news

and expansion of AI-powered digital textbooks.ⅼⅹⅹⅳ The MOE aims to 
launch AI digital textbooks initially in subjects like math, English, computer 
science, and Korean for special education by 2025. Furthermore, by 2028, 
they plan to expand the use of AI digital textbooks to cover all subjects, 
including Korean, social studies, and science. The AI integration in this 
context allows every student to receive personal tutoring and guidance 
for their learning material, enhancing their learning experience by making 
guidance readily available and accessible at no additional cost. 

As part of its goal to create a robust foundation for the widespread use of 
technology and promote innovation in AI-powered services, NIA provides 
digital competency education on AI and other ICT developments to the 
public. The goal is to elevate the digital capabilities of Korean society.ⅼⅹⅹⅴ  
As such, the Department of Digital Inclusion at NIA is committed to the 
dissemination of digital education for people from all backgrounds and 
various demographics to ensure that all citizens are not marginalized 
or excluded from the digital society. In particular, NIA is expanding 
cooperation with financial institutions and private franchises to provide 
education tailored to actual consumers such as financial services, 
transportation services, and e-commerce. Additionally, NIA extends its 
support to small and medium-sized enterprises (SMEs), public agencies, 
and startups by providing consulting services and technical education. 

In conclusion, efforts with respect to AI and enhancing digital literacy in 
Korea include integration of AI ethics in education, application of AI to 
enhance access to quality education, as well as improving the AI-related 
digital competencies of both Korean citizens and organizations.   

Korea 
Recognizing the significance of digital literacy in society, Korea has 
demonstrated a strong commitment to digital literacy, particularly in 
the context of AI, through various initiatives. Following the launch of 
the National AI Ethical Standards, the MSIT initiated the AI Ethics Policy 
Forum in February 2022. This forum brough together experts from 
academia, industry, and civil society to decode the ethical standards with 
key outcomes including teaching materials and instructional guides 
for educators to effectively implement AI ethics in education.ⅼⅹⅺ These 
guidelines were updated in April 2023, and the AI Ethics Policy Forum plans 
to further develop its educational resources, transforming them into more 
specific and accessible content to enhance AI literacy in Korean society.ⅼⅹⅻ  

The Ministry of Education (MOE)’s efforts complement those of the MSIT 
as they endeavor to establish AI ethics in educational environments. In 
August 2022, the MOE officially announced the Ethical Principles for AI in 
Education, which serves as a foundational document for the responsible 
development and use of AI within educational institutions and activities in 
Korea.ⅼⅹⅻⅰ  
The core focus of these principles is to ensure that AI technologies are 
harnessed in ways that support human growth, uphold human dignity, 
and nurture robust human relationships within the educational sphere. 
This document serves as a valuable guide on AI ethics in the context of 
education for teachers and educational organizations. 

Another area of innovation in the public education system that augments 
students’ understanding of and ability to use AI is the introduction 
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Participants in the UK-led AI Safety Summit also emphasized the 
importance of developing AI-related skills and talent.ⅼⅹⅹⅺ They brought up 
a range of related priorities including providing people with the skills and 
knowledge to “design, develop, deploy, and use AI” as well as ensuring 
that people benefit from the new opportunities created by AI. 

As such, the strategy of ensuring that people benefit from AI through 
digital literacy and skilling programs can be observed in global 
developments related to AI governance. 

Private Sector
Tech companies like Microsoft engage in AI skilling initiatives to address 
the shortage of skilled AI professionals and make the relevant skills 
accessible to job seekers in an equitable manner. The MS AI School, an 
initiative by Microsoft Philanthropies, addresses Korea’s AI skills needs 
through comprehensive training courses with incentives and allowances, 
facilitated by partnerships with government and industry bodies.ⅼⅹⅹⅻ 

This initiative not only equips job seekers with AI skills but also directly 
addresses the workforce deficit highlighted by the Software Policy and 
Research Institute (SPRi).

Personal testimonies illustrate the profound impact of AI skilling. For 
instance, Lee Seung-Yoon transitioned from a background in cultural 
heritage conservation to AI and big data after participating in the MS 
AI School. The intensive six-month training program provided him with 
a broad understanding of AI, from basic programming to advanced 
concepts like deep learning. His success story underscores the school’s 
capacity to empower individuals from diverse academic backgrounds to 
pivot into the burgeoning field of AI.

In addition to its own initiatives, Microsoft supports and welcomes local 
partner companies’ initiatives to address challenges and make society fairer 
and more equitable. One such example is Jump, an incorporated association 
supported by Microsoft, that has made significant strides in leveraging AI 
to bridge the digital skilling gap for 2,300 individuals, including teenagers, 
young adults, and women with career backgrounds.ⅼⅹⅹⅻⅰ This initiative goes 
beyond technical training and encompasses employment mentoring. Eun 
Cho-rong, Co-CEO of Jump, underscores the commitment to inclusivity 
in the digital age, ensuring no one is left behind in the digital education 
sphere. The ‘2023 Digital Empowerment Project’ marks the culmination 
of a six-month endeavor, offering tailored programs to participants, 
particularly enabling high school students to gain hands-on experience 
with AI services and technologies via Microsoft’s Azure.

The project took special care to address the underrepresentation of 
women in technical education. In partnership with AI-specialized company 
Testworks, AI data labelling training was provided to women from 
employment-vulnerable groups, alongside employment opportunities.  
High school students benefited from Microsoft’s cloud service Azure, 

Global Developments
Beyond Korea, global policy initiatives place a particular emphasis on 
labor market transition and skilling. For instance, Principle 2.4 in the OECD 
AI Principles emphasizes that governments should engage in AI skilling 
initiatives to ensure a fair transition to an AI-enabled economy.ⅼⅹⅹⅵ This 
involves policies that support lifelong learning and reskilling, with a 
focus on equality, diversity, and fairness. Principle 2.4 is reflected in some 
examples of government initiatives such as those carried out by Australia 
with its Next-Generation AI Graduates Program, Kenya with its Digital 
Literacy Program, and Singapore with its Guide to Job Redesign in the Age 
of AI.ⅼⅹⅹⅶ  

Building further on OECD AI Principles, the International Guiding Principles 
on Artificial Intelligence agreed to by G7 members in October 2023 also 
include provisions covering digital literacy.ⅼⅹⅹⅷ In Principle 9, organizations 
are urged to support digital literacy initiatives while prioritizing responsible 
stewardship of AI system development and adoption. 

Moreover, the White House Executive Order on Safe, Secure, and 
Trustworthy Artificial Intelligence is guided by eight principles of which 
one focuses on job training and urging organizations to understand the 
impact of AI on the workforce.  The Executive Order directs organizations 
to develop best practices to mitigate the harmful impact of AI on workers 
while maximizing its beneficial impacts. The Executive Order also mandates 
several reports on AI’s impact on the workforce including a study on the 
“labor-market effects of AI” to be produced by the Council of Economic 
Advisers.ⅼⅹⅹⅹ  
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engaging with advanced AI services like Custom Vision and Machine 
Learning Designer without the need for coding. They also had the 
opportunity to acquire AI 900 certifications, a testament to their 
knowledge in Azure services. The educational experience was enriched 
with discussions on responsible AI and mentorships by IT professionals.

Private sector involvement in ensuring access to AI skills is important for 
furthering the cause of AI accessibility at large. Diverse representation in 
the AI workforce reduces the chance of biased outcomes of AI systems. 
Meanwhile, these initiatives also serve to reduce skills and employment 
gaps. 

Microsoft also published a report with the Korea Chamber of Commerce 
and Industry (KCCI) in August 2023 on the economic impact of generative 
AI in Korea, which quantified the impact of the technology on Korea’s 
productive capacity and provided policy guidance on harnessing its 
potential.ⅼⅹⅹⅳ According to the research, generative AI can unlock USD 
476.3 billion in productive capacity. A digitally literate and capable 
population is a key ingredient for Korea to adequately capture the 
benefits of AI adoption. The report also emphasized the importance of 
recontextualizing basic skills like critical thinking as well as cross-functional 
skills like coordination that would be impacted by the adoption of 
generative AI. Insights presented in reports such as this one can be used 
by other industry players to guide their thinking around reskilling their 
employees as well as by governments while drafting related policies. 

Sustainable AI in Korea’s governance approach emphasizes the long-
term viability and positive societal impact of AI technologies. This includes 
considerations for environmental sustainability, economic growth, and 
the overall well-being of communities. Korea recognizes the importance 
of developing AI technologies that contribute positively to the broader 
goals of sustainable development. Korea aims to develop and deploy AI 
in a manner that aligns with broader sustainable development objectives, 
reinforcing the importance of responsible innovation for the benefit of 
current and future generations.

Principle 5 of the Digital Bill of Rights exemplifies this approach. 

Korea’s approach to 
sustainable AI

The final principle for fostering a mutually prosperous digital society 
advocates international solidarity grounded in universal values and mutual 
trust. This solidarity is crucial for ensuring that digital technology effectively 
contributes to the enhancement of human welfare by addressing global 
challenges with technology-driven innovative solutions and the bridging 
of digital gaps between nations. To collectively harness the advantages 
of a sustainable digital society, the principle identifies three key areas of 
focus:ⅼⅹⅹⅹⅴ  

Principle 5
Promotion of the well-
being for all humankind 

Sustainable  
digital society

Resolution of 
digital disparities 
between nations

Each country should demonstrate solidarity 
with the international community to minimize 
digital technologies’ adverse impact on the 
environment, ecology, and the climate and 
strive to use technology to expand the welfare 
of the human community. 

Each country should cooperate with the 
international community to abate the digital gap 
between countries and promote international 
development cooperation in the digital for the 
common prosperity of global citizens.

Cooperation for 
international 
digital norms

Each country should cooperate with the 
international community to construct a global 
governance framework for the formation and 
implementation of universal digital norms and 
collective responses to digital risks.

Sustainability in the realm of AI governance, as is the case in all other areas, encompasses social, 
financial, as well as environmental viability and continuity.  Global actors are actively participating 
in discussions to reap the maximum benefits of AI-driven innovation for the expansion of human 
welfare by resolving global challenges. Essentially, the goal is to harness the benefits of AI while 
mitigating potential risks and ensuring that the technology contributes positively to the well-
being of humanity. Such discussions have mostly taken place at the international level. The table 
below illustrates how the provision of Sustainable digital society in AI governance has unfolded, 
highlighted potential concerns driving the discourse. 

Provision

Sustainable 
digital society  

•	� International declaration

•	� G7 Hiroshima Process

•	� UN High-Level Advisory Body on AI 

•	Multistakeholder engagement

•	Global Partnership on AI (GPAI)

•	� Establishment of national AI Safety 
Institutes 

•	� A new international organization for AI 
governance as a standardization body 

•	� Promotion of capacity building in 
developing nations 

Underlying 
societal concerns 

Contextualization 
in AI governance 

•	� Potential trade disputes 
spiralling from regulatory 
discrepancies that could hinder 
international collaboration and 
innovation, collective pursuit 
of public good and safety, and 
exploitation of AI technologies 
by a party with ill intentions
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Global developments 
Global norm-setting efforts in the realm of AI governance are pivotal 
for promoting the well-being of all humankind. These efforts ensure 
a standardized and consistent approach to AI regulations across 
borders, preventing fragmentation and conflicts. The international 
collaboration facilitated by global norms is essential for addressing the 
AI-driven challenges, such as enhanced disparity from gaps in digital 
literacy, sustainability, and climate change. Additionally, these norms 
provide adaptability to the rapidly evolving AI landscape, ensuring that 
governance mechanisms remain relevant and effective in the face of 
technological advancements. Ultimately, global norm-setting efforts serve 
as a cornerstone for creating a responsible and safe AI landscape that 
benefits humanity as a whole.

Endeavors to reinforce the emphasis on sustainability manifest consistently 
in diverse global AI standards and principles. For instance, the OECD 
AI Principles advocate for inclusive growth, sustainable development 
and well-being as the first and foremost principle.ⅹⅽ This mandates that 
trustworthy AI should enable humans, natural environments, and society 
at large, so that the future is mutually prosperous for all. 

The G7 AI Principles mandate the prioritization of addressing the most 
pressing social challenges, such as climate change, global health, and 
education, using advanced AI systems.ⅹⅽⅰ Under this principle, advanced AI 
systems are to support the progress of the UN SDGs and help enable the 
broader society to better respond to the world’s priority challenges in an 
innovative manner. 

The US White House Executive Order also recognizes the importance 
of promoting “the safe, responsible, and rights-affirming development 

Korea 
Recognizing that the impacts of AI extend beyond national borders, Korea 
actively participates in global cooperation for AI governance, advocating 
for the use of AI for sustainability, as well as the sustainable development 
of AI. A significant initiative in this regard was the MSIT’s cooperation 
with the International Telecommunication Union (ITU) under the AI for 
Good program, which brings together governments around the world, 
international organizations, academics, and industry to map out a future 
where AI is used to respond to global problems and achieve the Sustainable 
Development Goals (SDGs). In February 2023, the MSIT co-hosted a 
seminar on AI for improved health and well-being at all ages.ⅼⅹⅹⅹⅵ  

Declaring that the healthcare gap between countries is a threat to the 
prosperity and sustainability of the international order, as demonstrated 
by the public health crisis instigated by the global COVID-19 pandemic, 
the MSIT sought consensus on the critical importance of international 
cooperation to develop and employ AI to realize the common goal of 
sustainable development. 

In September 2023, NIA inaugurated the Digital ESG Roundtable, 
comprising key digital and tech companies such as Microsoft Korea, 
SK Telecom, KT, LG UPlus, and NHN.ⅼⅹⅹⅹⅶ The Roundtable is anticipated 
to serve as a hub for fostering both public-private and private-private 
partnerships. Industry stakeholders will use this platform to share and 
discuss current issues, aiming to improve their ESG practices. Additionally, 
it will play a role in contributing to the Korean government’s research on 
digital ESG policy and in strengthening the digital ESG ecosystem in Korea 
and embracing cooperation with global tech companies.

Furthermore, the Digital Bill of Rights, which has been formulated with 
a primary goal of global standardization, calls upon the international 
community to prioritize sustainability and well-being of all humankind. 
The decision to announce and propose the five principles in New York 
emphasizes the international dimension of this initiative. Despite being 
officially published in September 2023, these principles for constructing 
a digital society of mutual prosperity including human well-being and 
sustainability have already gained prominence in global forums, including 
the UN, the OECD, and the UK. The government has expressed its 
commitment to “incorporate the contents of the Digital Bill of Rights in 
the international discourse” and gain a secure footing in discussions on AI, 
digital norms, and governance.ⅼⅹⅹⅹⅷ 

The Plan for the Nationwide Mainstreaming of AI released in September 

2023 also articulates how the popularization of AI in everyday life can 
improve the quality of life of marginalized populations in society, thereby 
contributing to the overall equity and sustainability of the society.ⅼⅹⅹ

ⅹⅸ Plans include initiatives like AI care robots for seniors living alone, 
teleconsultation and AI support for small business owners and the 
application of AI in public healthcare for people with disabilities, among 
others. By leveraging AI, the MSIT plans to alleviate daily grievances 
present in Korean society. 

“The Digital Bill of Rights emphasizes on the need for technology to minimize its negative impact and harm on the 
environment, ecology, and climate system, in order to contribute to the creation of a sustainable digital society. It 
is highlighted that efforts should be directed towards utilizing technology to expand the well-being of the global 
community. AI enables humanity to address urgent challenges in innovative ways. A digital society should actively 
develop by leveraging advanced technologies such as AI to seek effective solutions to the climate crisis and enable 
humanity to fulfill its environmental responsibilities. In this process, close and concrete collaboration between the 
public and private sectors should be necessary.” 
- Choi Moon-sil, Director, National Information Society Agency (NIA) Department of Digital Inclusion
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and deployment of AI abroad to solve global challenges.”ⅹⅽⅱ One of the 
key challenges being the advancement of sustainable development, the 
Executive Order underscores the necessity of international cooperation to 
support sustainable deployment and use of AI worldwide. 

Furthermore, the Bletchley Declaration from the UK AI Safety Summit 
commits to the transformative use of AI for good and for all. AI systems 
would be developed and used to “strengthen efforts towards the 
achievement of the UN SDGs” and promote inclusive development in 
terms of public services, food security, biodiversity, and climate.ⅹⅽⅲ To 
that end, international collaborative efforts would serve as the backbone 
for establishing a framework that channels AI’s potential to maximize 
the greater good like environmental sustainability. In fact, the AI Safety 
Summit itself is a manifestation of such collaboration, bringing together 
representatives from 28 countries, along with leading tech companies, civil 
society groups, and academic experts, to deliberate on actions related to 
AI safety. As Korea prepares for a mini summit in May 2024 as a follow-up 
to this initiative, Korea maintains its commitment to being an active partner 
in the global discourse on AI policies to bring about benefits for all.

Private sector 
As a fervent advocate for the idea that AI should contribute to the well-
being of all humankind, Microsoft’s mission is to empower individuals 
and organizations worldwide through AI advancements. Recognizing 
climate change as the defining issue of our generation, Microsoft is deeply 
committed to sustainability and employs AI to accelerate progress.

Microsoft has committed to achieving carbon negativity, water positivity, 
and zero waste, all by the year 2030.ⅹⅽⅳ Simultaneously, the company 
is dedicated to safeguarding ecosystems and constructing a "Planetary 
Computer," a comprehensive digital platform designed for sustainable 
decision-making.ⅹⅽⅴ  

Crucially, Microsoft actively shares best practices and lessons with the 
industry, contributing to the establishment of norms and promoting 
exemplary practices and processes. Initiatives like the AI for Good Lab and 
Global Renewables Watch (GRW) provide grants, technology, and data 
access to empower individuals and organizations in developing innovative 
AI solutions for environmental challenges and enhancing climate 

resilience.ⅹⅽⅵ The AI for Good Lab facilitates access to data from the 
Planetary Computer and global organizations for local entities, enabling 
the development of scalable climate solutions. The GRW, a collaboration 
between Microsoft, Planet Labs PBC, and the Nature Conservancy, uses 
AI and satellite imagery to assess clean energy transition and track trends 
publicly. It provides valuable insights into renewable energy capacity at the 
country level, contributing to the understanding of potential impacts on 
the landscape over time.

In a notable collaboration, Microsoft partnered with the Sustainable 
Environment and Ecological Development Society (SEEDS) to develop an 
AI model predicting the impact of cyclones on vulnerable populations in 
India.ⅹⅽⅶ high-resolution satellite imagery, the model employs advanced 
data analytics and machine learning to identify houses at the highest risk. 
This enables SEEDS to precisely target outreach efforts to communities 
most susceptible to the cyclone’s impact.

Microsoft prioritizes responsible AI development, integrating sustainability 
into all innovations. Their recent playbook on Accelerating Sustainability 
with AI outlines the unique capabilities of AI in achieving net-zero goals 
which includes the ability to measure, predict, and optimize complex 
systems, acceleration of the development of sustainability solutions, 
and empowerment of the sustainability workforce.ⅹⅽⅷ Moreover, the 
playbook introduces Microsoft’s five-point action plan from investing in AI, 
developing digital and data infrastructure, minimizing resource use in AI 
operations, advancing AI governance, and building workforce capacity to 
use AI for sustainability for unleashing AI’s power for transformation. All 
these efforts aim to help ensure that AI is developed and deployed in a 
direction that can more effectively benefit everyone.

Microsoft’s latest Environmental Sustainability Report highlights their 
progress towards the 2030 sustainability goals.ⅹⅽⅸ The business saw a 
0.5% reduction in overall carbon emissions in 2022 despite growth and 
Microsoft extended access to clean water and sanitation to nearly 1 million 
people, in addition to achieving an 82% reuse and recycle rate for all 
cloud hardware, diverting over 12,000 metric tons of operational waste 
from landfills and incinerators. Microsoft has intensified investments in 
more efficient data centers, clean energy, improvements to the Microsoft 
Cloud for Sustainability and Planetary Computer, and eco-friendly 
software practices. Through their Climate Innovation Fund, Microsoft 
has committed over $700 million to a diverse global portfolio of 50+ 
investments, encompassing sustainable solutions in energy, industry, and 
natural systems.

As part of its commitment to global coordination on AI governance, 
especially in sustainability, Microsoft actively participates in 
multistakeholder initiatives. Leveraging its experience and expertise, 
Microsoft stands ready to serve as a valuable partner in advancing climate 
resilience for all humankind through the accelerated power of AI.
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In today’s technology-driven world, effective AI governance is crucial, 
particularly given AI’s substantial impact on society and the economy. 
As a leading global IT nation, Korea must embrace a forward-thinking 
approach in AI governance, aligning with international best practices while 
customizing these strategies to cater to the unique needs of its populace. 
 
The Korean Digital Bill of Rights plays a crucial role in shaping Korea’s AI 
regulations and will have a broad impact on subsequent laws, policies, and 
regulations. It will also influence how regulators and judicial authorities 
interpret the role of AI in Korean society. This Bill focuses upon five 
basic principles of freedom, fairness, safety, innovation, and solidarity, 
all of which are key elements of ensuring the development technology 
in a mutually prosperous manner for society and industry. The Bill also 
highlights the importance of including insights from a wide range of 
stakeholders in the AI industry to ensure their roles and risks are accurately 
represented. 

Emphasizing responsible AI governance is crucial to ensure that AI 
technologies are developed and deployed responsibly, upholding 
human rights, and preventing biases in AI algorithms. This responsible 
approach safeguards transparency and accountability in AI decision-
making.  Furthermore, the integration of sustainability and inclusivity in 
AI governance is indispensable. Korea’s commitment to these principles 
ensures that its AI advancements are sustainable, catering to diverse 
societal needs, and inclusive, providing equitable benefits across all 
sections of society. 

In focusing on Korea’s unique position in AI governance, it is important to 
recognize its technological prowess and potential as a global leader in AI 
innovation. Korea’s technological infrastructure, combined with its forward-
thinking policies, positions it well to set benchmarks in AI governance. 
Adopting a strategy that weaves together responsible, sustainable, and 
inclusive AI practices will benefit Korea’s domestic market and elevate its 
international standing. Korea’s approach can serve as a model for other 
nations, demonstrating how to balance technological advancement with 

responsible considerations and societal welfare. This strategic positioning 
underscores Korea’s role as a pioneer in the responsible and innovative 
use of AI. 

This paper has illustrated the importance of aligning the Korean Digital 
Bill of Rights with international standards and emphasizes the need for 
ongoing collaboration between the government and private sector. 
This strategy can drive innovation within Korea and also enable Korea 
to be a global leader in AI policy discussions.  It is recommended that 
Korea consistently updates its AI practices to align with global trends, 
maintaining its position at the forefront of the digital world.

In a broader sense, this paper points out Korea’s commitment to a 
balanced approach in managing AI, aiming to nurture innovation 
while ensuring safety. This strategy mirrors Microsoft’s practices in AI 
governance, suggesting a shared vision for growth and safety in the AI 
sector. The successful collaboration between Microsoft and Korean entities 
such as NIA exemplifies a model partnership, bolstering Korea’s aim for a 
robust and secure AI industry.

In summary, this paper underlines the importance of integrating these 
strategies into a comprehensive AI governance framework specific to 
Korea. Such a framework would drive Korea’s growth, and also empower 
its people and organizations in the AI field. The Digital Bill of Rights is 
a significant opportunity for Korea to lead in AI governance. Adopting 
international standards and nurturing public-private partnerships 
enables Korea to formulate AI policies that are effective on both a local 
and international scale. This strategy is crucial for building a digital 
society that is responsible, sustainable, and inclusive, and therefore 
mutually prosperous. By aligning with global leaders, Korea can craft 
an AI governance model that maximizes AI’s benefits and addresses 
challenges, contributing significantly to Korea’s continuous economic and 
technological growth. 

Conclusion

052

Conclusion



Current status of 
AI governance in Korea 

This section outlines the different governmental entities in Korea and their 
proactive efforts in shaping AI governance within the country.

The MSIT, responsible with strategizing and implementing science, 
technology, and digital innovation in Korean society, has been actively 
involved in enhancing the social acceptability of AI technology by 
developing and shaping the bedrock for AI policies, namely the Digital 
Bill of Rights and the National AI Ethical Standards. In December 2020, 
they launched the first National AI Ethical Standards, drawing from 
recommendations provided by organizations such as the OECD and 
EU.ⅽ With the objective of ensuring AI benefits humanity, the standards 
articulated three core principles around the values of human dignity, 
public welfare, and purposefulness of technology. Additionally, it outlined 
ten key requirements: 

Subsequently in February 2022, the MSIT initiated the AI Ethics Policy 
Forum, bringing together experts from academia, industry, and civil 
society to decode these standards into applicable recommendations. 
Key outcomes of this initiative included self-auditing and development 
guidelines for companies, along with teaching materials and instructional 
guides for educators to effectively implement AI ethics education.ⅽⅰ These 
self-review and development guidelines were updated in April 2023, and 
the AI Ethics Policy Forum plans to further develop its educational resources 
into more specific and accessible content for the enhancement of AI literacy 
in Korean society.ⅽⅱ By December 2023, the second phase of the AI Ethics 
Policy Forum intends to create sector-specific specialized self-checklists 
and guidelines for areas where reliability and ethics are emphasized, such 
as recruitment, public safety, and services using generative AI. These 
guidelines will offer AI system developers and operators a set of voluntary 
compliance criteria for testing and certification standards.
 
In May 2023, the MSIT announced the new Digital New Order, a blueprint 
that would later evolve into the Digital Bill of Rights. Introduced in 
September 2023,ⅽⅲ this document outlines the universal values to be 
pursued in the digital era where AI is extensively used across various 
industries. While the charter consists of 28 concise, high-level commitments, 
it is slated to serve as the starting point for defining the rights and 
responsibilities of citizens, businesses, and the government in resolving AI-
associated risks, such as combatting fake news. The MSIT is expected to 
introduce follow-up regulations in alignment with the principles outlined in 
the Digital Bill of Rights, such as the AI Act and the Digital Inclusion Act. 

In August 2023, the MSIT inaugurated the 4th AI Legislation and 
Regulation Committee. This committee’s primary mission is to revise the 
AI legislative roadmap initially formulated in December 2020. Their goal 
is to enhance regulatory frameworks and build a trustworthy foundation 
for hyper-scale AI. The 4th Committee comprises government officials, 
industry experts, and academics, distributed across four specialized 
Subcommittees. These subcommittees address diverse areas, including 

Ministry of Science and 
ICT (MSIT)

01 Protection of human rights

07 Data management

02 Privacy protection

08 Responsibility

03 Respect for diversity

09 Safety

04 Harm prohibition

10 Transparency

06 Solidarity

05 Publicness
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regulatory enhancements, trust-building measures, sector-specific 
considerations, and AI-related copyright matters.ⅽⅳ   

According to the Plans for Promotion of AI Ethics and Reliability Assurance 
announced in October 2023, the MSIT is engaged in the development of a 
framework for responsible AI governance.ⅽⅴ Major initiatives comprise the 
regulatory revisions aimed at encouraging voluntary compliance within 
the private sector, investment in and operation of technology to certify AI 
trust, the expansion of AI impact assessment and education on ethics, and 
the promotion of global digital norms, as depicted below.

Technological assurance of  
AI reliability 

Launch of voluntary AI safety and 
trustworthiness testing and certification 
system in 2024

Continuous research and development of 
next-generation AI technology that can 
overcome limitations and hyperscale Aaility 
assurance technology in 2024

AI watermarking system in 
accordance with global trends  
(To be promoted in 2024) 

International cooperation

Promotion of the Digital Bill of Rights in 
global forums 

Joint AI research with the Middle East, 
ASEAN, the US and UK 
▶ �AI-based solutions to global challenges 
▶ �AI application in medical, education, 

energy sectors 

Developing pertinent global agenda
▶ �AI Safety Institute       ▶ �Global standards
▶ �International organization for  

AI governance under UN 

Co-host of the mini–AI Safety Summit in 
May 2024 

Regulatory revisions

Enhanced AI safety 
▶ �Criteria guidelines for high-risk AI systems  

(To be developed in 2024)
▶ �Guidelines for ensuring trust for high-risk 

AI systems (To be developed in 2024) 

User safety 
▶ �Guidelines for AI watermarks (To be 

developed in 
2024) 

AI development and expansion
▶ �Guidelines for use of publicly 

available personal information in AI  
(To be developed by March 2024) 

▶ �Guidelines for AI copyrights  
(Announced in December 2023) 

AI impact assessment and  
ethics education 

Enhanced AI safety 
▶ �Framework for risk identification and 

management measures for AI services
▶ �Analysis of social, economic, cultural, and 

public life impacts of AI products and 
services (To be continued in 2023)

Customized ethics education 
▶ �Tailored AI ethics education courses for 

different audience groups and levels
▶ �Expansion of the target audience (general 

public in 2023; developers and deployers, 
etc. in 2024)

As a government think tank that specializes in digital transformation, the 
National Information Society Agency (NIA) conducts in-depth research 
into AI-related legal frameworks to formulate digital policies and resolve 
societal issues that may arise from the integration of AI into everyday 
life.ⅽⅵ  

NIA collaborates closely with the MSIT and leads the AI Legislation and 
Regulation Committee, playing a key role in shaping national discussions 
on AI governance, aligning with global standards, and ensuring potential 
risks related to ethics, safety, and trust in AI are comprehensively 
addressed in the national AI policies. 

The agency also facilitates the safe and responsible growth of the AI 
industry by establishing national infrastructure for large-scale AI learning. 
NIA operates a national metadata platform, enabling the aggregation 
and accessibility of valuable national information. This platform enhances 
the credibility of national metadata, which is essential for large-scale AI 
learning datasets and helps ensure the trustworthiness of AI technologies. 

The agency’s broader goal pertaining to AI is to build a robust foundation 
for the widespread use of the technology, promote innovation in AI-
powered services, and foster collaboration between the public and 
private sectors. As part of this mission, NIA provides digital competency 
education on AI and other ICT developments to the public, with the aim 
of enhancing the digital capabilities of Korean society. NIA also extends its 
support to small and medium-sized enterprises (SMEs), public agencies, 
and startups by providing consulting and technical education. 

Meanwhile, recognizing the importance of AI ethics, NIA is also promoting 
AI ethics education for youth, AI companies, and developers, and 
in particular, actively supporting the joint establishment of AI ethics 
principles, in-house ethics education, and ‘Good AI Company’ certification 
to strengthen the AI ethics capabilities of SMEs in the AI industry. 

In February 2023, the Science, ICT, Broadcasting and Communications 
Committee of the National Assembly passed the draft Act on Promotion 
of AI Industry and Framework for Establishing Trustworthy AI (AI Act).ⅽⅶ  
A consolidation of seven pre-submitted bills pertaining to AI, its title 
distinctly outlines its dual focus and objectives, which sets it apart from 
the approach taken by the EU AI Act where the focus on user safety is 
quite salient. Nevertheless, some voices from the industry have noted 
certain parallels in the proposed regulatory measures and definitions 
targeting high-risk AI systems.ⅽⅷ Notably, the bill includes a clear provision 
for principles of preferential approval and ex-post regulation for AI 
technology, often referred to as the ‘permit-first-regulate-later principle’ 
within the Korean context. The AI Act sets forth essential principles to 
guide the safe and responsible development of AI, ultimately aimed at 
enhancing the lives of Koreans. If passed, the Act would serve as the 
statutory foundation for overseeing the AI industry in Korea. It would also 

National Information 
Society Agency (NIA) 

National Assembly of 
Korea 
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give rise to the Basic Plan for AI, an AI committee operating under the 
Prime Minister’s Office to implement the law, along with the establishment 
of a National AI Centre under NIA to promote the industry. As of October 
2023, the bill is still pending review by the Standing Committee.ⅽⅸ  
 
Separately, the Artificial Intelligence Responsibility and Regulation bill 
was recently introduced to the National Assembly.ⅽⅹ This bill more closely 
mirrors the scope and approach of the EU’s AI system classification by 
anticipated risks and the prohibition of certain types of AI systems. It is 
yet to be determined if this signifies a shift in the National Assembly’s 
overall perspective on AI governance and how this bill will advance with 
the AI Act ahead in the legislative process. There is also the possibility that 
parts of the whole of this bill may be incorporated into the AI Act and 
subsequently repealed, increasing the regulatory stringency of the AI Act.
 
In addition to the introduction of new systems for AI governance, the 
National Assembly has been integrating considerations of AI responsibility, 
fairness, trustworthiness, and transparency into Korea’s existing 
regulatory frameworks through legislative amendments. The most recent 
amendment, which took place in March 2023 and and will take effect 
on March 15, 2024, is to the Personal Information Protection Act (PIPA). 
This amendment grants data subjects the right to refuse decisions made 
by completely automated systems for processing personal information 
if these decisions significantly impact their rights or obligations. Data 
subjects are also entitled to request explanations for such decisions.ⅽⅺ  
 
Other bills for amendment encompass:

All of these proposed amendments remain under subcommittee review as of December 2023.

Relevant legislation Date submitted Detail

Personal Information 
Protection Act February 2023

This proposal seeks to empower the Personal Information Protection 
Commission to be able to request the submission of algorithms if a data 
breach occurs in an AI company’s algorithm.ⅽⅻ 

Fair Hiring Process Act March 2023 The proposal imposes a prior notification obligation on companies when 
using AI in their hiring processes.ⅽⅻⅰ

Content Industry 
Promotion Act May 2023 The bill proposes labelling content created using AI technology as such.ⅽⅹⅳ

Copyright Act June 2023

The amendment aims to establish explicit criteria for copyrighted materials 
in the context of automated information processing. It also seeks to clarify 
the boundaries of AI technology application and copyright infringement for 
future use of AI-generated works.ⅽⅹⅴ

Public Election Act June 2023
The amended bill prohibits the transmission of false or  
AI-manipulated information for campaign purposes and places restrictions on 
reporting or providing commentary on such manipulated data or information.ⅽⅹⅵ

Information and 
Communications 
Network Act 

February 2023 This proposal imposes reporting obligations on those providing AI-based 
recommendations services to the Korea Communications Commission.ⅽⅹⅶ

Information and 
Communications 
Network Act 

June 2023
The bill intends to amend the definition of an information and 
communication service provider to include entities that provide information 
or mediates information using AI technology.ⅽⅹⅷ

In addition to coordinating the process of amending PIPA, the Personal 
Information Protection Commission (PIPC) actively oversees data privacy 
issues in AI governance. On June 23, 2023, the PIPC hosted the AI and 
Data Privacy International Conference.ⅽⅹⅸ During the conference, they 
discussed the direction of AI regulation with data protection authorities 
from major countries, such as the UK, Germany, and Japan, along with 
international organizations like the EU and OECD, and AI experts. This 
conference spotlighted PIPC’s strategic policy direction in managing 
the dynamic realm of AI and data privacy regulations, underscoring a 
commitment to harmonizing innovation with the safeguarding of individual 
rights and interests. The PIPIC is transitioning from a rule-based to a 
principle-based regulation, advocating for adaptable application of core 
principles to diverse real-world scenarios. They are also advocating for risk-
based, differential regulatory measures and emphasizing the importance of 
public-private partnerships to establish robust, practical standards.
 
These approaches have been consolidated and published as the Policy 
Directions for the Safe Use of Personal Information in the AI Era.  This 
policy outlines the PIPC’s interpretation of the current PIPA within the AI 
environment. The AI Privacy Team will be established to directly interact with 
AI system and service providers to reduce uncertainty in legal interpretation 
and compliance. Furthermore, the policy provides clear guidelines and 
standards for handling personal information throughout the AI system 
lifecycle, from inception to data collecting, AI learning, and service provision. 
Following the blueprint for jointly designing regulatory systems with the 
government and the private sector in specific areas, area-specific guidelines 
are slated to be developed through collaboration between the government, 
industry actors, academia, legal experts, and civil society, facilitated by the 
creation of an AI Privacy Public-Private Policy Council. 

The Korea Communications Commission (KCC) has been instrumental in 
sculping Korea’s AI policy, with a strong focus on protecting user rights in 
our increasingly AI-dominated society. In November 2019, in collaboration 
with the Korea Information Society Development Institute (KISDI), the KCC 
unveiled the ‘Principles for a User-Centered Intelligent Information Society,’ 
marking Korea’s first foray into AI ethics guidelines. These guidelines are 
designed to create a safer environment for intelligent information services, 
considering the challenges posed by emerging technologies like AI, big 
data, and the Internet of Things in broadcasting and communication 
sectors.ⅽⅹⅺ The principles emphasize human-centric services, transparency, 
and explainability, responsibility, safety, non-discrimination, user 
participation, privacy, and data governance, highlighting the crucial 
need to protect user rights and maintain human dignity amidst the rapid 
integration of AI technologies in everyday life. 

In line with this commitment, the KCC has been hosting the annual 
International Conference on Ethics of the Intelligent Information since 
2019, providing a platform for stakeholders to deliberate on the societal 

Personal Information 
Protection Commission 
(PIPC)

Korea Communications 
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The MOE is proactively planning to integrate these standards across 
various facets of the education sector. These will be integrated into 
AI ethics education, materials for teacher training, and guidelines for 
educational technology (EdTech) companies. The primary goal is to 
maximize the benefits of AI while ensuring its ethical application in 
practice. To maintain the relevance and applicability of these principles, 
the MOE plans to conduct periodic reviews. This will help them adapt to 
the ever-evolving landscape of AI technology and its usage, keeping the 
ethical framework up to date.

The MOE is enthusiastic about the integration of AI digital textbooks in the 
education sector,ⅽⅹⅹⅶ a concept recently legitimized by the amendment 
to the Regulations regarding Textbooks for Educational Use at the State 
Council.ⅽⅹⅹⅷ The MOE plans to introduce AI digital textbooks initially in 
subjects like mathematics, English, computer science, and Korean for 
special education by 2025. By 2028, the initiative will expand to encompass 
all subjects, including Korean, social studies, and science. Supporting 
this initiative, the MOE has partnered with the MSIT via a memorandum 
of understanding (MoU) to secure technological assistance for these 
educational innovations they envision.ⅽⅹⅹⅸ  

The rapid adoption of generative AI, particularly ChatGPT, was taking 
place across various sectors, including public institutions, but there was 
a lack of clear security measures at the government level. This prompted 
the National Intelligent Service (NIS) to draft and release the Guideline for 
Safe Use of Generative AI Including ChatGPT in June 2023, a framework 
for government agencies, educational institutions, and the general-public 
to navigate the use of these technologies securely.ⅽⅹⅹⅹ  

Developed through public-private consultations involving academia, 
industry, and research institutions, this security guideline provides detailed, 
step-by-step instructions covering the entire process of using generative 
AI technologies, from accessing services to drafting prompts and utilizing 
results. Key principles include prohibiting the input of sensitive information, 
such as private or confidential data, revalidating the accuracy, ethics, and 
suitability of generated content, filtering any violations of intellectual 
property or copyright laws when using generated content, verifying the 
safety of interconnections and extended programs, and strengthening 
security settings for login accounts.

and cultural implications of AI’s proliferation.ⅽⅹⅻ The KCC aims to 
harmonize its principles and policies with international standards, fostering 
global consensus through ongoing forums.

The KCC continues to engage with a diverse group of stakeholders, 
including users, businesses, and experts, to refine and evolve its AI 
principles in response to the dynamic AI technological landscape. This 
led to the June 2021 publication of the ‘Basic Principles for Ethics in 
AI-Based Media Recommendation Services,’ with further explanatory 
documents released in April 2022.ⅽⅹⅻⅰ These principles, reiterating the 
importance of transparency, fairness, and accountability, advise AI-based 
recommendation service platforms to prioritize transparent systems and 
enhance user control over AI-driven content. The guidelines emphasize 
the development of internal protocols and self-assessment mechanisms 
to mitigate adverse AI system impacts and address user complaints 
effectively. The explanatory guide offers detailed guidance to digital 
media platform operators regarding AI transparency and explainability, 
balancing disclosure requirements with the protection of trade secrets, 
and stipulating clear disclosure norms for personal data usage.

Furthermore, the KCC has established a public-private consultative council 
for AI ethics, partnering with KISDI.ⅽⅹⅹⅳ This council engages in discussions 
on a range of timely topics concerning user protection in the AI era, such 
as responsible use of the metaverse, ethics in the age of algorithmic 
journalism, and generative AI chatbot services.ⅽⅹⅹⅴ These topics reflect 
the emerging user protection challenges in the dynamic landscape of AI 
technologies, and the KCC’s ongoing commitment to addressing them.

In August 2022, the Ministry of Education (MOE) declared the ‘Ethical 
Principles for AI in Education,’ a cornerstone document guiding the ethical 
development and use of AI in Korea’s educational institutions and  
activities.ⅽⅹⅹⅵ  
These principles focus on harnessing AI to foster human growth, uphold 
dignity, and strengthen human relationships in the educational domain. 
Developed through comprehensive public consultations, expert meetings, 
and the incorporation of international insights, these principles represent a 
commitment to responsibly integrating AI in educational contexts.

These principles are of a voluntary and self-regulatory nature and 
comprise ten specific guidelines designed to ensure the stable 
establishment of AI ethics in educational environments. They encompass 
various provisions, including promoting equal opportunities and fairness 
in education, contributing to the broader social welfare, ensuring 
transparency and comprehensibility in data handling, and safeguarding 
the well-being of all educational stakeholders, among others. The 
foundational principle that underpins these ethical standards is that AI in 
education should be leveraged to support human growth, given that the 
very essence of education is to facilitate human growth.

Ministry of Education 
(MOE) 

National Intelligent 
Service (NIS)
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Recent global developments in 
AI governance 

Global efforts to provide model references for AI governance are on the 
rise, as demonstrated by recent announcements by the EU, G7, and the US.
The last few years saw a rise of global efforts to collaborate on AI 
governance. Most notably, the US, the EU, and G7 have consecutively 
introduced principles and frameworks to aid the development of safe, 
secure, and trustworthy AI.

The Organization for Economic Cooperation and Development (OECD) 
published the Principles on Artificial Intelligence (AI Principles) in 2019. 
The OECD had been undertaking research on the economic and social 
impacts of AI technologies and applications since 2016. Having found that 
there is a policy need for AI governance, the OECD Committee on Digital 
Economy Policy (CDEP) agreed to develop Council Recommendation “to 
promote a human-centric approach to trustworthy AI.”ⅽⅹⅹⅹⅺ 

Against this background, an expert group, comprising of representatives 
from government, industry, civil society, trade unions, amongst others was 
formed to assist the development of the Council Recommendation.ⅽⅹⅹⅹⅻ 

This was subsequently endorsed and adopted as the OECD AI Principles. 

The OECD AI Principles’ overarching goal is to provide a framework for 
OECD members and non-members to “promote and implement policies 
for responsible stewardship of trustworthy AI.”ⅽⅹⅹⅹⅻⅰ  

The OECD AI Principles comprise five value-based principles, emphasizing 
key themes like transparency, explainability, robustness, security, safety, 
and accountability. The OECD AI Principles also entail national policy and 
international cooperation recommendations for the operationalization of 
the value-based principles. 

Nationally, the OECD AI Principles encourage governments to consider 
investing in AI research, fostering an ecosystem for trustworthy AI, creating 
a policy environment that supports the development and deployment 
of trustworthy AI, and developing plans to support workforce transitions 
as AI advances. Internationally, the OECD AI Principles recommends 
international cooperation on trustworthy AI in the form of knowledge 
sharing, and standards development. 

Since the introduction of the OECD AI Principles in 2019, over 71 
jurisdictions have developed national AI policies. Countries are also in 
the process of developing responsible frameworks and principles in 
accordance with the OECD AI Principles, such as Korea, Japan and  
India.ⅽⅹⅹⅹⅳ Additionally, the OECD noted countries’ efforts in translating 
value-based principles into concrete and operational policy options.ⅽⅹⅹⅹⅴ 
Most importantly, the OECD AI Principles paved the way for further global 
cooperation. One notable example is the collaboration between the G7, 
OECD and GPAI, which resulted in the G7 Guiding principles on AI and the 
code of conduct for advanced AI systems.ⅽⅹⅹⅹⅵ  

The G7 (Canada, France, Germany, Italy, Japan, the UK, US, and the EU) 
reached an agreement on the International Guiding Principles on Artificial 
Intelligence (Principles) in October 2023. The Guiding Principles is the 
output of the “Hiroshima Process,” in which members of the G7 agreed to 
advance discussions on AI governance and interoperability for trustworthy 
AI that aligns with the group’s shared value and builds further on the 2019 
OECD AI Principles.ⅽⅹⅹⅹⅶ  

Against this background, the eleven Principles are introduced with a clear 
objective to promote safe, secure, and trustworthy AI.ⅽⅹⅹⅹⅷ Though it is 
voluntary and non-binding in nature, the G7 intends for the Principles 

OECD AI Principles 

G7 Guiding Principles for 
Developing AI
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and fairness 
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to provide guidance to governments and organizations towards the 
responsible use of AI.ⅽⅹⅹⅹⅸ To respond to rapid technological advances, the 
G7 will update and review the Principles as necessary.ⅽⅹⅼ  

On the whole, the Principles cover advanced AI systems, such as 
foundational models and generative AI. It outlines a non-exhaustive list 
of actions which can be undertaken in the use, design, development and 
deployment of advanced AI systems. 

At its core, the Principles emphasize applying a risk-based approach 
throughout the AI lifecycle and ensure that measures such as testing 
and mitigation techniques, are in place to identify and mitigate risks. 
Additionally, risk management policies are encouraged to be developed 
for advanced AI systems.ⅽⅹⅼⅰ  

Given the widespread use of AI, the Principles also stresses the need for 
AI actors to develop and deploy content authentication and provenance 
mechanisms, such as watermarking, for users to identify AI-generated 
content.ⅽⅹⅼⅱ 

Apart from internal controls and policies, AI actors and organizations 
are also encouraged to engage in information sharing and exchange 
to increase accountability. Such include incident reporting, and publicly 
stating advanced AI systems’ capabilities, limitations, appropriate use, and 
patterns of misuse.ⅽⅹⅼⅲ       

Keeping in mind of the global nature of the Principles, the G7 called for AI 
actors to prioritize research to mitigate social, safety and security risks of 
AI systems, investments in systems which address global challenges, and 
development of international technical standards.ⅽⅹⅼⅳ 

The Principles serve as a first global initiative to address regulatory 
challenges introduced by advanced AI systems. Though voluntary in 
nature, the Principles provide an important reference for AI actors and 
national governments to consider the risks of advanced AI systems, and 
the actions which can be taken to address and mitigate such risks. The 
Principles also pave the way for further global alignment in AI governance 
by harmonizing with other regulations and principles, such as the EU AI 
Act and the UK AI white Paper.ⅽⅹⅼⅴ 

Earlier this year, the US government secured a voluntary commitment 
from a dozen leading AI companies, including Microsoft, to undertake 
steps in creating safe, secure and trustworthy AI systems. Building on this 
momentum, President Joe Biden signed an Executive Order on Artificial 
Intelligence (AI) in October 2023. 

Continuing from the voluntary commitment, the overarching goal of the 
White House Executive Order is to promote safe, secure and trustworthy 
development and use of AI. Apart from governing AI companies, the 
White House Executive Order is applied to organizations across all sectors; 
and covers a broad range of AI systems including generative AI, and any 
machine-based system that makes predictions, recommendations, or 
decisions.ⅽⅹⅼⅵ 

The White House Executive Order laid out 8 principles in areas such as AI 
standards, privacy, equity and civil rights, consumer and worker protection, 
innovation and competition, and AI governance leadership. There are 
several principles that are relevant to global AI governance. 

As AI continues to advance, the White House Executive Order seeks to set 
new standards for AI Safety and Security to guard against the potential 
risks of AI systems. Such requirements include developing standards, 
tools, and tests to ensure the safety, security, and trustworthiness of AI; 
mandating developers to share safety test results and critical information 
with the government; and formulating guidance on content authentication 
and watermarking to identify AI-generated content.ⅽⅹⅼⅶ 

01 Adopting measures to address risks throughout the development of advanced AI systems

07 Adopting measures that users to identify AI-generated content

02 Addressing vulnerabilities after deployment on the market

08 Prioritizing research and investment in risk mitigating measures

03 Publicly reporting on advanced AI systems to ensure transparency

09 Prioritizing the development of advanced AI systems for global benefit

11 Implementing data input controls and protections for personal data and intellectual property

04 Reporting of incidents among organizations developing advanced AI systems

10 Adopting international technical standards

06 Investing in security controls across the AI lifecycle

05 Adopting AI governance and risk management policies grounded in a risk-based approach

The International Guiding Principles on Artificial Intelligence has eleven principles.

The White House Executive 
Order on the Safe, Secure, 
and Trustworthy Artificial 
Intelligence 
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Additionally, the White House Executive Order emphasizes the need to 
promote responsible innovation, competition, and collaboration through 
investing in AI research and promoting a competitive AI system.ⅽⅹⅼⅷ 

Given the global impact of AI, the White House Executive Order directs 
the government to expand multistakeholder engagements on AI and 
participate in the development and implementation of AI standards 
with international partners. Other than collaboration, the White House 
Executive Order sees the deployment of AI to solve global challenges, 
mitigating dangers to critical infrastructure, as a priority.ⅽⅹⅼⅸ 

The White House Executive Order has a significant impact on global AI 
governance. Though the Executive Order is domestic, it made explicit 
references to direct the federal government to collaborate with international 
partners on AI standards. Soon after the issuance of the Executive Order, 
the US signed the Bletchley Declaration with the EU and 27 other countries 
to examine and address the impact and risks of AI systems.ⅽⅠ The National 
Institute of Standards and Technology (NIST) under the Department of 
Commerce further announced the establishment of the U.S. AI Safety 
Institute Consortium, which is intended to “equip and power collaborative 
establishment” to promote the use of safe and trustworthy AI globally.ⅽⅼⅰ 

Before the release of the Executive Order, NIST has been contributing 
to research, standards, and data to aid the development of AI-related 
frameworks and policies.ⅽⅠⅱ 

Most notably, in January 2023, NIST produced the AI Risk Management 
Framework (AI RMF). The framework was developed in close collaboration 
with private and public sectors, and seeks to help “individuals, organizations 
and society” understand and manage risks associated with AI.ⅽⅠⅲ  

The Framework provides an overview of three types of AI Harms and 
outlines seven characteristics of trustworthy AI systems. It further offers 
four interconnected functions which AI actors can adopt across the AI 
lifecycle to manage the harms effectively.ⅽⅠⅳ 

In terms of AI Harm, the framework categories harms into three broad 
types, namely, harm to people; harm to an organization; and harm to 
ecosystem.ⅽⅠⅴ To avoid these harms, the framework pinpoints seven 
characteristics which AI developers can consider when designing, 
developing, using, and evaluating AI products, services, and systems. 
According to the framework, trustworthy AI systems should be valid 
and reliable, safe, secure, and resilient, accountable, and transparent, 
explainable, and interpretable, privacy-enhanced, and fair with harmful 
bias managed.ⅽⅠⅵ  

 
Designing AI systems according to these characteristics would require 
the incorporation of various activities and functions. In the framework, it 
is suggested that AI actors should begin by instilling the Map function, 
which aims at identifying AI risks by gathering perspectives from different 
stakeholders.ⅽⅠⅶ  Once that understanding is in place, there should be a 
Measure function to routinely analyze, monitor, assess and benchmark 
AI risks.ⅽⅠⅷ  Regular reviews of AI risks should allow actors to adhere to 
the Manage function, where resources can be allocated to appropriately 
manage and mitigate AI risks.ⅽⅠⅸ Finally, relevant structures, systems 
and processes should be put in place to ensure the continuation and 
governance of the above functions.ⅽⅠⅹ 

The AI RMF provides an important foundation for AI governance. Though 
AI RMF is voluntary, sector and use-case agnostic in nature, NIST issued 
a series of companion materials, such as the NIST AI RMF Playbook, AI 
RMF Roadmap to help organizations to implement the approaches in the 
framework. 

After the release of the AI RMF, NIST also illustrated its alignment with 
other international standards, guidelines, and standards to ensure 
harmonization. For instance, NIST released a Crosswalk document to 
demonstrate how the AI RMF’s trustworthiness characteristics relate to the 
OECD Recommendations on AI, Blueprint for an AI Bill of Rights, Executive 
Order on Promoting the Use of Trustworthy AI in the Federal Government, 
and the Proposed EU AI Act.ⅽⅠⅹⅰ 

The UK AI Safety Summit, which took place in early November, was the 
first high level summit convened by the UK Government on the safe 
development of AI. The Summit invited over 150 representatives from 
governments, industry, and civil society to discuss AI risks and opportunities, 
as well as global cooperation options to advance AI safety.ⅽⅠⅹⅱ  

The key objectives set forth in the Summit are to establish a shared 
understanding of the risks and opportunities of frontier AI and deliberate 
on the measures that organizations should take to increase the safety of 
frontier AI.ⅽⅠⅹⅲ Simultaneously, the Summit is intended to create a forward 
process for international collaboration, specifically on AI safety research, 
and supporting national and international frameworks.ⅽⅠⅹⅳ 

US NIST AI Risk 
Management Framework 
(AI RMF) 

UK AI Safety Summit 
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The key objectives above are fulfilled by the Bletchley Declaration. Signed 
by 28 countries, the Declaration reached an initial agreement on frontier 
AI, and acknowledges the opportunities and risks associated with it.ⅽⅠⅹⅴ  
The Declaration also expresses the need for national and international 
cooperation on risk identification and risk mitigation.ⅽⅠⅹⅵ

In terms of risk identification, the Declaration expressed the need to 
build a “shared scientific and evidence-based understanding” of AI safety 
risks, and a global approach to investigating the impact of these risks in 
societies. In terms of risk mitigation, the Declaration calls for countries to 
adopt risk-based policies and establish legal and regulatory frameworks 
based on national circumstances. This framework could include calls for 
greater transparency from frontier AI private actors and introducing tools 
for safety testing.ⅽⅠⅹⅶ 

The two-day Summit created a space for participants from a wide range 
of sectors to discuss issues pertinent to global AI governance. In particular, 
the Summit raises awareness of the need for continuous discussions on 
a shared understanding of frontier AI, and the urgency to address short-
term AI risks brought about not only by frontier AI, but other types of AI. 
Further, it cemented the recognition of common principles and codes, 
including the G7 Guiding Principles.ⅽⅠⅹⅷ

The Proposal for a Regulation Laying Down Harmonized Rules for Artificial 
Intelligence, also known as the EU AI Act, was the first comprehensive 
legal framework focusing on AI governance in the EU. Put forward by the 
European Commission, the overarching objective of the EU AI Act is to 
"ensure the proper functioning of the European single market by creating 
conditions for the development and use of trustworthy AI systems in the 
European Union.”ⅽⅠⅹⅸ 

The EU AI Act outlines a series of specific goals. This proposed legislation 
strives to guarantee the safety of AI systems placed on the market 
while ensuring compliance with existing EU regulations. It also seeks to 
harmonize AI regulations to prevent market fragmentation. Additionally, 
the EU AI Act aims to offer legal clarity, promoting an environment 
conducive to investment and innovation in AI.ⅽⅠⅹⅹ  

To ensure accountability, the EU AI Act is set to apply to various actors 
in the AI ecosystem. This includes providers and users within the EU, or 
in a third country with a view to “placing AI systems in the EU market or 
putting them into service in the EU.”ⅽⅠⅹⅺ However, exemptions are made 
to AI systems “developed or used exclusively for military purposes,” 
“public authorities in a third country,” and "international organizations or 
authorities using AI systems in the framework of international agreements 
for law enforcement and judicial cooperation.”ⅽⅠⅹⅻ 

The cornerstone of the EU AI Act is the risk-based approach towards AI 

governance. Under the Act, AI systems are classified based on the level of risks 
they pose to the “health, safety, and fundamental rights of a person.”ⅽⅠⅹⅻⅰ 
The risks are divided into four broad categories: Unacceptable, High, 
Limited, and Minimal. Each risk category comes with a corresponding set 
of requirements and obligations for developing, using, and placing the AI 
systems on the EU market.ⅽⅠⅹⅹⅳ   

Broadly, Unacceptable AI systems, which are prohibited under the EU AI 
Act, refer to those that employ subliminal, manipulative techniques, and 
exploit specific groups.ⅽⅠⅹⅹⅴ Examples of AI systems in this category include 
social scoring, and real-time biometric identification systems.ⅽⅠⅹⅹⅵ 

High risk AI systems, on the hand, are divided into two categories: 
safety component of a product falling under the EU health and safety 
legislation (toy, aviation, cars, etc.), or systems deployed in specific areas 
such as biometrics identification, critical infrastructure, education, and 
employment.  Systems in the category are required to register in an EU-
wide database before the system is sold and put into service. Providers 
of such AI systems outside of the EU would have to conduct conformity 
assessments to ensure compliance.ⅽⅠⅹⅹⅷ Other than that, High risk systems 
need to fulfill a range of requirements in various areas, including testing, 
technical, data training, amongst others.ⅽⅠⅹⅹⅸ Further, developers are 
required to set up reporting mechanisms for reporting serious incident to 
relevant authorities, such as those that may lead to damages to person’s 
health, death, or property.ⅽⅠⅹⅹⅹ 

Limited risk systems, then, are identified as systems with limited risks of 
manipulation. Examples include deepfakes and chatbots. These systems 
would be subject to transparency obligations.ⅽⅠⅹⅹⅹⅰ  

Finally, for AI systems with Minimal or Low risks, there are currently no 
obligations to fulfill any requirements. However, a code of conduct may be 
devised to encourage voluntary compliance of requirements for High risk 
AI systems.ⅽⅠⅹⅹⅹⅱ 

As of December 2023, the European Parliament has reached a provisional 
political agreement on the EU AI Act.ⅽⅠⅹⅹⅹⅲ While the provisional text is 
not yet available, key provisions include placing obligations on “General 
Purpose AI models,” previously referred to as foundation models, and 
additional requirements for a subcategory with systemic risk. Notably, 
providers of General Purpose AI models may not face direct requirements 
but are asked to share technical information for high risk use cases. 
The EU AI Act is expected to enter into force early to mid-next year, 
with implantation periods varying by provision. Considered the first 
comprehensive legal framework to be introduced globally, the EU AI Act 
may lead countries around the world to adopt or pass formal legislation 
that aligns with the Act.ⅽⅠⅹⅹⅹⅳ Similar observations can be made with 
the GDPR, which is widely adopted or referenced in data protection 
legislations in different jurisdictions. 

EU AI Act
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Mapping of global AI governance 
initiatives against 
Korea’s Digital Bill of Rights 

Korea’s approach to AI governance is congruent with global thinking and 
the technology industry at large.
Korea’s approach to AI governance, as manifest in the five principles for 
a digital society of mutual prosperity in the Digital Bill of Rights, shares 
major commonalities with global initiatives delineated above. 

The G7 Guiding Principles, OECD AI 
Principles, US Voluntary Commitments, 

and the Digital Bill of Rights all establish a foundation based on guiding 
principles that serve as a set of fundamental values to inform the 
responsible development and use of AI.

The G7, OECD, and Korea’s Digital Bill of 
Rights, as well as the US Executive Order, 
emphasize a risk-based approach to AI 

governance. They all acknowledge the dynamic nature of AI technologies and 
highlight the importance of monitoring for and mitigating risks throughout 
the lifecycle of AI systems from pre-development to post-deployment.

All the global initiatives prioritize ethical 
considerations in AI governance in 

unison. Core values that are repeatedly emphasized include fairness, 
accountability, transparency, and human-centric approaches. Various 
follow-up measures to assess and implement these values are in the works. 
One of the most important objectives for all AI governance initiatives is 
to ensure the safety, security, and trustworthiness of AI systems. Especially 
the US, EU and Korea recognize that safety and trust are imperative from 
the perspective of industry promotion. 

All the leading AI players in the 
global stage call for multistakeholder 
collaboration with industry partners 
to develop and refine the scope and 

methods of governing and managing AI systems. For instance, the UK 
at the AI Safety Summit sought leading AI stakeholders and parties to 
share their AI safety policies to promote transparency and an awareness 
of best practices. The G7 calls for prioritizing research and investment in 
risk-mitigating measures, while the US also directly commits to expand 
multistakeholder engagements for a holistic framework of AI governance.

International cooperation is embedded in 
various principles, such as the G7, OECD, 
US Executive Order, and the Bletchley 

Declaration, as well as the Digital Bill of Rights. They recognize the global 
nature of AI-driven challenges, such as enhanced disparity from gaps in 
digital literacy, sustainability, and climate change, and call for international 
collaboration on risk identification and mitigation.

Appendix C 

Some noteworthy points of comparison include:

Principles as foundation

Ethical considerations

International 
collaboration

Risk-based approach as  
a key guiding principle

Multistakeholder 
engagement and 
partnership
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Table 1: �Crosswalk of recent global AI policy developments against Korea’s Digital Bill of 
Rights

Principle 1
Digital Freedom and Rights 

(Chapter 2)

Principle 3
Creation of a safe and trustworthy 

digital society (Chapter 4)

Principle 2
Fair access and opportunities in 

the digital realm (Chapter 3)

Principle 4
Encouragement of autonomous 
and creative digital innovation 

(Chapter 5)

Principle 5
Promotion of the well-being for 

all humankind (Chapter 6)

Manage data quality and protect 
personal data and intellectual 
property (11)

Advancing Equity and Civil Rights 
1-3

Address global challenges (9)

Standing Up for Consumers, 
Patients, and Students 2: Shape AI’s 
potential to transform education

Supporting Workers 1: Develop 
principles and best practices to 
mitigate the harms and maximize 
the benefits of AI for workers by 
addressing job displacement; labor 
standards; workplace equity, health, 
and safety; and data collection

Promoting Innovation and 
Competition 1-3

Identify, evaluate, and mitigate risks 
across AI lifecycle (1)

Monitor vulnerabilities, risks, and 
misuse after deployment and market 
placement (2)

Responsible information sharing 
and reporting of incidents across 
organizations (4)

Develop, implement, and disclose AI 
governance and risk management 
policies (5)

Robust security controls (6) 

Reliable content authentication and 
prevenance mechanisms (7) 

Manage data quality and protect 
personal data and intellectual 
property (11)

New Standards for AI Safety and 
Security 1: Require that developers 
of the most powerful AI systems 
share their safety test results and 
other critical information with the 
US government 

New Standards for AI Safety and 
Security 2: Develop standards, 
tools, and tests to help ensure that 
AI systems are safe, secure, and 
trustworthy 

New Standards for AI Safety and 
Security 4: Protect Americans from 
AI-enabled fraud and deception 
by establishing standards and best 
practices for detecting AI-generated 
content and authenticating official 
content 

New Standards for AI Safety and 
Security 6: Order the development 
of a National Security Memorandum 
on safe, ethical, and effective use of 
AI in security 

Protecting Americans’ Privacy 1-4  

Responsible information sharing 
and reporting of incidents across 
organizations (4) 

Prioritize research to advance AI 
safety, security, and trust (8) 

Publicly report AI system’s 
capabilities and domains of use for 
transparency and accountability (3)

Protecting Americans’ Privacy 
1: Protect Americans’ privacy by 
prioritizing federal support for 
accelerating the development and 
use of privacy-preserving techniques   

Protecting Americans’ Privacy 
2: Strengthen privacy-preserving 
research and technologies 

Standing Up for Consumers, 
Patients, and Students 1: Advance 
the responsible use of AI in 
healthcare and the development of 
affordable and life-saving drugs 

Promoting Innovation and 
Competition 1-3 

Address global challenges (9)  

Develop and adopt international 
technical standards (10)  

Supporting Workers 1-2 

Advancing American Leadership 
Abroad 1-3 

G7 AI Principles

US White House 
Executive Order

The shared commitment to principles-based governance underscores the recognition that AI systems should 
align with a set of core values and ethical considerations. This approach allows for adaptability across diverse 
contexts while providing a common foundation for the responsible development and use of AI technologies 
globally. In the same vein, Korea’s Digital Bill of Rights aligns with several global initiatives. It also expands its 
scope by addressing a broader range of digital issues beyond AI, including digital literacy, disparities, and 
international cooperation. 
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GOVERN 3: Workforce diversity, 
equity, inclusion, and accessibility 
processes are prioritized in the 
mapping, measuring, and managing 
of AI risks throughout the lifecycle

AI presents significant risks, and 
efforts should be made to address 
issues such as human rights 
protection, transparency, fairness, 
accountability, safety, ethical 
considerations, and privacy.

GOVERN 1: Policies, processes, 
procedures, and practices across 
the organization related to the 
mapping, measuring, and managing 
of AI risks are in place, transparent, 
and implemented effectively 

GOVERN 2: Accountability 
structures are in place so that the 
appropriate teams and individuals 
are empowered, responsible, and 
trained for mapping, measuring, and 
managing AI risks 

GOVERN 4: Organizational teams 
are committed to a culture that 
considers and communicates AI risk 

GOVERN 6: Policies and procedures 
are in place to address AI risks and 
benefits arising from third-party 
software and data and other supply 
chain issues 

MEASURE 2: AI systems are 
evaluated for trustworthy 
characteristics 

MANAGE 4: Risk treatments, 
including response and recovery, 
and communication plans for the 
identified and measured AI risks 
are documented and monitored 
regularly 

AI should be designed, developed, 
deployed, and used in a manner that 
is safe, human-centric, trustworthy, 
and responsible. 

AI presents significant risks, and 
efforts should be made to address 
issues such as human rights 
protection, transparency, fairness, 
accountability, safety, ethical 
considerations, and privacy. 

Developers of powerful and 
potentially harmful AI systems have 
a strong responsibility for safety, 
including safety testing, evaluations, 
transparency, and accountability.

Special attention is required for 
highly capable general-purpose 
AI models and narrow AI that 
may cause harm, with a focus on 
understanding and mitigating 
risks, especially in cybersecurity, 
biotechnology, and disinformation.

GOVERN 5: Processes are in place 
for robust engagement with relevant 
AI actors 

Focus on identifying shared AI 
safety risks, building scientific 
understanding, developing 
risk-based policies, increasing 
transparency, and supporting an 
internationally inclusive network 
of scientific research on frontier AI 
safety. 

All actors, including nations, 
international fora, companies, civil 
society, and academia, play a role in 
ensuring AI safety. 

MAP 5: Impacts to individuals, 
groups, communities, 
organizations, and society are 
characterized 

AI’s transformative opportunities 
should be harnessed for the greater 
good, including public services, 
human rights, environmental 
sustainability, and the achievement 
of UN Sustainable Development 
Goals. 

Sustain an inclusive global dialogue, 
engage existing international fora, 
contribute to broader discussions, 
and continue research on frontier 
AI safety to harness the benefits of 
AI responsibly. 

Focus on identifying shared AI 
safety risks, building scientific 
understanding, developing 
risk-based policies, increasing 
transparency, and supporting an 
internationally inclusive network 
of scientific research on frontier AI 
safety.  

US NIST AI Risk 
Management Framework

UK AI Safety 
Summit Bletchley 
Declaration

Principle 1
Digital Freedom and Rights 

(Chapter 2)

Principle 3
Creation of a safe and trustworthy 

digital society (Chapter 4)

Principle 2
Fair access and opportunities in 

the digital realm (Chapter 3)

Principle 4
Encouragement of autonomous 
and creative digital innovation 

(Chapter 5)

Principle 5
Promotion of the well-being for 

all humankind (Chapter 6)
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Best practices from Microsoft to build 
safe and trustworthy AI systems for 
a digital society of mutual prosperity

Responsible by Design: Outlining approaches to building AI systems for a 
digital society of mutual prosperity

For the above principle-based approach to AI governance to be effective, 
industry players need to embody and hold themselves accountable to 
such principles. Some leading AI companies, such as Microsoft, have been 
working extensively with different stakeholders to operationalize AI safety, 
and demonstrate accountability and responsibility.

On May 25, 2023, Microsoft unveiled ‘Governing AI: A Blueprint for the 
Future’, presenting a comprehensive five-point blueprint for public AI 
governance.

First, implement and build upon new government-led AI safety 
frameworks. Adopting and enhancing the AI Risk Management 
Framework developed by the U.S. National Institute of Standards and 
Technology (NIST) is important. Governments can boost alignment with 
global standards by designing their respective AI governance frameworks 
in alignment with the NIST framework. Microsoft’s voluntary commitments 
at the White House (more info below) is an extension of this effort.

Second, require effective safety-brakes for AI systems that control 
critical infrastructure.  The blueprint advocates for mandatory safety 
mechanisms in AI systems overseeing critical infrastructure. These 
mechanisms are akin to safety brakes in various technologies, aiming 
to maintain human oversight and ensure system resilience. High risk AI 
systems must be defined, fail-safe designs mandated, and such systems 
should be operated in licensed AI data centers for additional security.

Third, develop a broad legal and regulatory framework based on 
the technology architecture for AI. Developing a legal and regulatory 
framework that reflects AI’s technological architecture is vital. This 
involves assigning regulatory responsibilities across different layers of the 
AI technology stack and applying a “Know Your 3C’s” principle (Cloud, 
Customer, Content) to manage risks associated with AI deployment and 
usage. From Applications to Infrastructure, there needs to be a regulatory 
architecture tailored and appropriate for each.

Appendix D 

Five-point blueprint for 
the public governance of 
AI

Implement and build upon new government-led Al safety frameworks

Require effective safety brakes for Al systems that control critical infrastructure

Develop a broader legal and regulatory framework based on the technology architecture  
for Al

Promote transparency and ensure academic and public access to Al

Pursue new public-private partnerships to use Al as an effective tool to address the 
inevitable societal challenges that come with new technology

A five-point blueprint for governing Al

The technology stack for Al foundation models

Applications

API Services

Powerful 
Pre-Trained 
Al Models

Machine Learning 
Acceleration 
Software

Al Datacenter 
Infrastructure

Software programs where the output of an Al 
model is put to work

APIs (Application Program Interfaces), or 
endpoints, through which applications access 
pre-trained models

Pre-trained models like GPT-4 that can 
be used to solve similar problems without 
starting from scratch

Software that speeds up the process of 
developing and deploying large Al models

Advanced supercomputing infrastructure, 
including clusters of advanced GPUs (Graphics 
Processing Units) with high bandwidth 
network connections

01

02

03

04

05
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A proposed Al regulatory architecture

Applications

API Services

Powerful 
Pre-Trained 
Al Models

Machine Learning 
Acceleration Software

Al Datacenter 
Infrastructure

Ensure that the use of Al in the application 
complies with all existing and evolving laws 
and regulations

Regulate through pre-release safety 
and security requirements, then license 
deployment for permitted uses in a licensed Al 
data center with post-deployment safety and 
security monitoring and protection

License for training and deployment of 
powerful Al models based on security.
protections, export control compliance, and 
safety protocols to ensure human control over 
autonomous 

Fourth, promote transparency and ensure academic and nonprofit 
access to AI. Advancing transparency is crucial for broadening access to 
AI resources. Microsoft committed to an annual AI transparency report 
and other steps to expand transparency for our AI services. It is also 
critical to expand access to AI resources for academic research and the 
nonprofit community. Unless academic researchers can obtain access to 
substantially more computing resources, there is a real risk that scientific 
and technological inquiry will suffer, including relating to AI itself.

Fifth, pursue new public-private partnerships to use AI as an 
effective tool to address the inevitable societal challenges that 
come with new technology. Key to harnessing AI’s benefits and 
mitigating its risks is robust collaboration between the public and private 
sectors. Such partnerships can protect democracy, promote inclusive 
growth, and contribute to sustainability.

Prior to the issuance of the White House Executive Order, seven leading 
AI companies (including Microsoft, Google, Amazon, Meta, and OpenAI) 
committed to a set of Voluntary Commitments with the US government 
with the objective of demonstrating safe, security and trustworthy 
development of AI technology.ⅽⅠⅹⅹⅹⅴ This commitment is anchored in three 
key principles: safety, security, and trust.

In brief, safety refers to committing to internal and external security testing 
by experts prior to public use. This serves to guard against AI risks such as 
bio, cyber and national security risks. The commitment also encourages the 

sharing of best practices and risk management attempts across a range of 
different actors, which include government, academia, and civil society.

In terms of security, the commitment focuses on investing in cybersecurity 
and insider threat safeguards with consideration to security risks. It further 
focuses on robust reporting and discovery by third parties to facilitate the 
identification and management of vulnerabilities in AI systems.

Finally, in terms of earning public trust, the key commitment under 
this principle is the development of technical mechanisms, such as 
watermarking systems, to inform the public of AI-generated content. 
The commitment also calls for companies to publicly discuss AI systems’ 
capabilities and limitations; as well as invest in research to avoid AI harm 
and commit to more advanced AI systems to tackle global challenges.

The securing of this first wave for voluntary commitment from AI 
companies had attracted additional companies to sign on.ⅽⅠⅹⅹⅹⅵ The 
expressed support from the private sector had laid a sound foundation 
for the US government to push forward with the White House Executive 
Order.

Voluntary commitments 
from leading AI companies 
to manage potential risks 
of AI 

Microsoft Commits to Advancing Safe, Secure, and Trustworthy AI 

To expand its safe and responsible AI practices, Microsoft endorsed the new voluntary commitments 
initiated by the Biden-Harris administration, aimed at ensuring the safety, security, and trustworthiness 
of advanced AI systems. These voluntary commitments are guided by principles of safety, security, and 
trust and address risks associated with advanced AI models and are aligned with existing US government 
work, such as the NIST AI Risk Management Framework and the Blueprint for an AI Bill of Rights. 

Going a step further, Microsoft has committed to strengthening the ecosystem by backing a National 
AI Research Resource pilot and advocating for a national registry of high risk AI systems to enhance 
transparency and accountability. To develop more reliable AI systems benefiting customers and society 
at large, Microsoft is supporting the widespread implementation of the NIST AI Risk Management 
Framework, and the adoption of cybersecurity practices tailored to the unique risks of AI. 
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Alignment of Our Efforts with the White House Voluntary Al Commitments

White House Voluntary 
Commitments:
Companies choose to conduct 
red-teaminig, share trust and 
safety information, and help 
people identify
Al-generated content

White House Voluntary 
Commitments:
Companies choose to make 
investments to protect 
unreleased model weights, and 
incent the responsible disclosure 
of Al system vulnerabilities

White House Voluntary 
Commitments:
Companies choose to be 
transparent about system 
capabilities and limitations, 
prioritize research on societal 
risks, and develop and deploy 
Al systems for the public good

Microsoft Commitments:
	�Test our systems using red-teaming and systematic measurements
	�Contribute to industry efforts to develop evaluation standards for 
emerging safety and security issues

	�Implement provenance tools to help people identify Al-generated 
audio or visual content

	�Implement the NIST Al Risk Management Framework
	�Implement robust reliability and safety practices for high-risk 
models & applications

Microsoft Commitments:
	�Ensure that the cybersecurity risks of our Al products and services 
are identified and mitigated

	�Participate in an approved multistakeholder exchange of threat 
information

	�Support the development of a licensing regime for highly 
capable models

	�Support the development of an expanded know-your-customer’ 
concept for Al services

Microsoft Commitments:
	�Release an annual transparency report on the governance of our 
responsible Al program

	�Design our Al systems so that people know when they are 
interacting with an Al system and be transparent about system 
capabilities and limitations

	�Increase investment in our academic research programs
	�Collaborate with the National Science Foundation to explore a 
pilot project to stand up the National Al Research Resource

	�Support the development of a national registry of high-risk Al 
systems

Safe 

Secure

Trustworthy 

*red denotes our additional commitments

Apart from the Bletchley Declaration, the AI Safety Summit also saw AI 
companies, including Microsoft, working with governments to reach an 
agreement on testing AI models.ⅽⅠⅹⅹⅹⅶ Under the voluntary agreement, 
leading developers agree to undertake responsibilities to “create and 
execute safety testing, employing evaluations, transparency, and other 
suitable measures”ⅽⅠⅹⅹⅹⅷ to mitigate risks and manage vulnerabilities. 
Regulators and developers, as per the agreement, would be enabled 
to work together on testing the safety of new AI models pre- and post-
deployment.

To operationalize the agreement, developers, and participating 
governments (including the US, UK, EU, etc.) would be able to undertake 
testing led by the AI Safety Institute.

Leading tech companies play a pivotal role in shaping the responsible 
landscape of AI. To truly lead by example, they must take proactive steps 
to implement and operationalize responsible AI principles in the very 
fabric of their AI systems. This section unpacks the approaches taken by 
Microsoft such as establishing responsible guidelines for AI design, robust 
governance structures, and transparent accountability mechanisms. These 
companies can inspire the broader tech industry to adopt responsible AI 
practices and help set a standard that benefits society.

In 2016, Microsoft embarked on its responsible AI journey under Satya 
Nadella’s vision. Taking lessons from long-standing, cross-company 
commitments to privacy, security, and accessibility, they realized that 
responsible AI must be supported by the highest levels of leadership 
in the company and championed at every level across Microsoft. Core 
AI principles were established, leading to the formation of the Aether 
Committee in 2018. This committee, consisting of experts, contributed 
to the creation and adoption of AI principles. Microsoft furthered its 
commitment in 2019 with the establishment of the Office of Responsible 
AI, overseeing governance and crafting the Responsible AI Standard 
for actionable guidance in building AI systems. At the working level, 
core teams within engineering, research, and policy play critical roles to 
advance responsible AI across the company, each bringing a set of unique 

AI Safety Summit 

Leading tech companies 
should lead by example 
by implementing 
and operationalizing 
responsible AI in the 
design of their AI systems.

Microsoft’s Responsible AI 
Journey
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The Anatomy of the Responsible Al Standard

Principles

Goals

Requirements

Tools and 
practices

Which enduring values guide our responsible 
Al work?

What are the outcomes that we need to 
secure?

What are the steps we must take to secure 
the goals?

Which aids can help us meet the 
requirements?

In February 2023, Microsoft launched the new Bing, an AI-enhanced web 
search experience. It supports users by summarizing web search results 
and providing a chat experience. Users can also generate creative content, 
such as poems, jokes, letters, and, with Bing Image Creator, images. The 
new AI-enhanced Bing runs on a variety of advanced technologies from 
Microsoft and OpenAI, including GPT-4, a cutting-edge large language 
model (LLM) from OpenAI. Responsible AI teams across Microsoft worked 
with GPT-4 for months prior to its public release by OpenAI to develop a 
customized set of capabilities and techniques to join this cutting-edge AI 
technology and web search in the new Bing.

In preparing for the launch, Microsoft harnessed the full power of their 
responsible AI ecosystem. The new Bing experience has been developed 
in line with Microsoft’s AI Principles, Microsoft’s Responsible AI Standard, 
and in partnership with responsible AI experts across the company, 

skills. Responsible AI roles are also embedded within product, engineering, 
and sales teams by the appointment of Responsible AI Champions by 
leadership. At the next level, the Responsible AI Council is a forum for 
leadership alignment and accountability in implementing Microsoft’s 
responsible AI program. At the highest level, the Environmental, Social, 
and Public Policy Committee of the Microsoft Board provides oversight of 
their responsible AI program.

including Microsoft’s Office of Responsible AI, their engineering teams, 
Microsoft Research, and the Aether Committee. 

Guided by their AI Principles and Responsible AI Standard, they sought 
to identify, measure, and mitigate potential harms and misuse of the 
new Bing while securing the transformative and beneficial uses that the 
new experience provides. The next section describes their approach, 
highlighting best practices companies can follow to implement a 
responsible AI approach. 

Identify
At the model level, Microsoft’s work began with exploratory analyses of 
GPT-4 in the late summer of 2022. This included conducting extensive red 
teaming in collaboration with OpenAI. This testing was designed to assess 
how the latest technology would work without any additional safeguards 
applied to it. The specific intention was to produce harmful responses 
(responses are outputs from the AI system—in this case, a large language 
model—and may also be referred to as “completions,” “generations,” 
and “answers”), to surface potential avenues for misuse, and to identify 
capabilities and limitations. The combined learnings advanced OpenAI’s 
model development, informed Microsoft’s understanding of risks, and 
contributed to early mitigation strategies for the new Bing.

In addition to model-level red teaming, a multidisciplinary team of experts 
conducted numerous rounds of application level red teaming on the new 
Bing AI experiences before making them available in their limited release 
preview. This process helped them better understand how the system 
could be exploited by adversarial actors and improve their mitigations. 
Non-adversarial testers also extensively evaluated new Bing features for 
shortcomings and vulnerabilities. 

Measure
Red teaming can surface instances of specific harms, but in production, 
users will have millions of different kinds of conversations with the new 
Bing. Moreover, conversations are multi-turned and contextual, and 
identifying harmful responses within a conversation is a complex task. 
To better understand and address the potential for harms in the new 
Bing AI experiences, they developed additional responsible AI metrics 
specific to those new AI experiences for measuring potential harms like 
jailbreaks, harmful content, and ungrounded content. They also enabled 
measurement at scale through partially automated measurement 
pipelines. 

Their measurement pipelines enable them to rapidly perform 
measurement for potential harms at scale, testing each change before 
putting it into production. As they identify new issues through the preview 
period and beyond, as well as ongoing red teaming, they continue to 
expand the measurement sets to assess additional harms.

Case study: How Microsoft 
applies their responsible 
AI approach to the new 
Bing

©rafapress / Shutterstock.com
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until they could update the system to better mitigate the issue.

	�AI disclosure. The new Bing provides several touchpoints for meaningful 
AI disclosure, where users are notified that they are interacting with an 
AI system as well as opportunities to learn more about the new Bing. 

Microsoft’s approach to identifying, measuring, and mitigating harms will 
continue to evolve as they learn more—and as they make improvements 
based on feedback gathered during the preview period and beyond. 

One of Microsoft’s most important responsible AI commitments is to help 
customers on their responsible AI journey by sharing their learnings with 
them. They understand that their efforts alone are not enough to secure 
the societal gains envisioned when responsible AI practices are adopted. 

As part of this commitment, Microsoft provides transparency 
documentation for their platform AI services in the form of Transparency 
Notes to empower their customers to deploy their systems responsibly. 
Transparency Notes communicate in clear, everyday language the purposes, 
capabilities, and limitations of AI systems so that their customers can 
understand when and how to deploy their platform technologies. They 
also identify use cases that fall outside the solution’s capabilities and the 
Responsible AI Standard. Transparency Notes fill the gap between marketing 
and technical documentation, proactively communicating information that 
their customers need to know to deploy AI responsibly.ⅽⅠⅹⅹⅹⅸ 

Customers also need practical tools to operationalize responsible AI 
practices. Over the years, responsible AI research at Microsoft has led to 
the incubation of tools such as Fairlearn and InterpretML. The collection 
of tools has grown in capability, spanning many facets of responsible AI 
practice including the ability to identify, diagnose, and mitigate potential 
errors and limitations of AI systems. Since their original conception within 
Microsoft, these tools continue to improve and evolve externally through 
the contributions of active open-source communities. The collection of 
tools can be found under the Responsible AI Toolbox GitHub repository. 
Their latest tool, which is in preview, is Azure Content Safety which helps 
businesses create safer online environments and communities through 
models that are designed to detect hate, violent, sexual, and self-harm 
content across languages in both images and text. 

Mitigate
As they identified and measured potential harm and misuse, they 
developed additional mitigations to those used for traditional search. 
Some of those include: 

	�Preview period, phased release. Their incremental release strategy has 
been a core part of how they move their technology safely from the 
labs into the world, and they are committed to a deliberate, thoughtful 
process to secure the benefits of the new Bing. Limiting the number of 
people with access during the preview period allowed us to discover 
how people use the new Bing, including how people may misuse it, 
before broader release. They continue to make changes to the new Bing 
daily to improve product performance, improve existing mitigations, and 
implement new mitigations in response to our learnings.

	�AI-based classifiers and metaprompting to mitigate harm or misuse. 
The use of LLMs may produce problematic content that could lead to 
harm or misuse. Classifiers and metaprompting are two examples of 
mitigations that have been implemented in the new Bing to help reduce 
the risk of these types of content. Classifiers classify text to flag different 
types of potentially harmful content in search queries, chat prompts, or 
generated responses. Flags lead to potential mitigations, such as not 
returning generated content to the user, diverting the user to a different 
topic, or redirecting the user to traditional search. Metaprompting 
involves giving instructions to the model to guide its behavior. For 
example, the metaprompt may include a line such as “communicate in 
the user’s language of choice.” 

	�Grounding in search results. The new Bing is designed to provide 
responses supported by the information in web search results when 
users are seeking information. For example, the system is provided with 
text from the top search results and instructions via the metaprompt to 
ground its response. However, in summarizing content from the web, 
the new Bing may include information in its response that is not present 
in its input sources. In other words, it may produce ungrounded results. 
They have taken several measures to mitigate the risk that users may 
over-rely on ungrounded generated content in summarization scenarios 
and chat experiences. For example, responses in the new Bing that are 
based on search results include references to the source websites for 
users to verify the response and learn more. Users are also provided 
with explicit notice that they are interacting with an AI system and are 
advised to check the web result source materials to help them use their 
best judgment. 

	�Limiting conversational drift. During the preview period, they learned 
that very long chat sessions can result in responses that are repetitive, 
unhelpful, or inconsistent with new Bing’s intended tone. To address this 
conversational drift, they limited the number of turns (exchanges which 
contain both a user question and a reply from Bing) per chat session, 

Case Study: How Microsoft 
empowers customers 
on their responsible AI 
journey - Azure’s online 
safety measures
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Building on the Responsible AI Toolbox, Microsoft’s responsible AI 
program has invested in integrating some of the more mature responsible 
AI tools directly into Azure Machine Learning so that their customers will 
also benefit from the development of engineering systems and tools. The 
collection of capabilities, known as the Responsible AI Dashboard, offers 
a single pane of glass for machine learning practitioners and business 
stakeholders to debug models and make informed, responsible decisions 
as they build AI systems or customize existing ones. Some of their latest 
features added in preview include support for text and image data that 
enables users to evaluate large models built with unstructured data 
during the model-building, training, and evaluation stages, and Prompt 
Flow, which provides a streamlined experience for prompting, evaluating, 
and tuning large language models, including on measurements such as 
groundedness. 

The community involved in developing, evaluating, and using AI expands 
beyond their direct customers. To serve this broad ecosystem, they 
publicly share key artifacts from their responsible AI program, including 
their Responsible AI Standard, Impact Assessment template, and 
collections of cutting-edge research. Their digital learning paths further 
empower leaders to craft an effective AI strategy, foster an AI-ready 
culture, innovate responsibly, and more.ⅽⅹⅽ

In September 2023, Microsoft introduced the Copilot Copyright 
Commitment to address concerns regarding copyright issues associated 
with their AI-powered Copilots.ⅽⅹⅽⅰ This commitment assures customers 
that they can use Copilot services and the generated content without 
worrying about potential copyright claims. Microsoft takes responsibility 
for any legal risks arising from copyright infringement challenges on the 
customer’s end.

Building upon the AI Customer Commitments, Microsoft introduced 
updates to the Copilot Copyright Commitment in December 2023, 
unveiling the Customer Copyright Commitment (CCC). This commitment 
underscores Microsoft’s dedication to shielding customers from specific 
third-party intellectual property claims linked to content generated by 
paid versions of Microsoft commercial Copilot services (including Windows 
Copilot when signed in with a work ID), Microsoft Copilot (formerly, Bing 
Chat Enterprise), the Azure OpenAI Service, and other generative AI 
services with configurable Metaprompts and other safety systems.ⅽⅹⅽⅱ   

Protecting customers 
while respecting 
copyrights 

Responsible Al built into Azure Machine Learning

Fairness

Assess fairness and mitigate 
fairness issues to build models 
for everyone.

Counterfactuals

Observe feature perturbations 
and find the closest datapoints 
with different model 
predictions.

Error analysis

Identify dataset cohorts with 
high error rates and visualize 
error distribution in your model.

Azure Content Safety

Detect hate, violent, sexual, 
and self-harm content across 
languages in both images and 
text.

Explainability

Understand model predictions 
by generating feature 
importance values for your 
model.

Responsible Al scorecard

Get a PDF summary of your 
Responsible Al insights to 
share with your technical and 
nontechnical stakeholders to 
aid in compliance reviews.

Causal analysis

Estimate the effect of a feature 
on real-world outcomes.

Prompt Flow

Create workflows for large 
language-based applications 
to simplify prompt building. 
evaluation, and tuning.
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Microsoft’s Customer Copyright Commitment1

Microsoft’s obligation to defend Customer against third-party IP claims under Customer’s volume 
licensing agreement will apply to Customer’s use or distribution of Output Content of a Covered Product if 
all the following additional conditions are met:

While using the Covered Product to produce the Output Content that is the subject of the claim, 
Customer must not have disabled, evaded, disrupted, or interfered with the content filters, restrictions in 
Metaprompts, or other safety systems that are part of the Covered Product.

Customer does not modify, use, or distribute the Output Content in a manner that it knows, or should 
know, is likely to infringe or misappropriate any proprietary right of a third party.

Customer has sufficient rights to use the Input in connection with the Covered Product, including, without 
limitation, any Customer Data that Customer used to Customize the model that produced the Output 
Content that is the subject of the claim.

The claim does not allege that the Output Content, as used in commerce or the course of trade, violates a 
third party’s trademark or related rights.

For Azure OpenAI Service and any Microsoft Generative AI Service with configurable Metaprompts or 
other safety systems, Customer also must have implemented all mitigations required by the Azure OpenAI 
Service documentation in the offering that delivered the Output Content that is the subject of the claim.

01

02

03

04

05

1	� Microsoft (2023). Customer Copyright Commitment Required Mitigations. Available at:  https://learn.microsoft.com/en-us/legal/cognitive-
services/openai/customer-copyright-commitment 

The program is rooted in Microsoft’s commitment to stand behind its 
customers, ensuring that using their products doesn’t lead to legal 
complications. It also acknowledges the concerns of authors and aims to 
strike a balance between advancing AI technology for societal benefits and 
respecting copyright. Microsoft has implemented filters and technologies 
to reduce the likelihood of its products producing infringing content, and 
customers are incentivized to use these technologies to address copyright 
concerns. The Customer Copyright Commitment applies to paid versions 
of Microsoft’s commercial Copilot services (including Windows Copilot 
when signed in with a work ID), Microsoft Copilot (formerly Bing Chat 
Enterprise) and the Azure OpenAI Service.

Case studies on the potential impact of 
the AI industry on the Korean economy 

In Korea, a nation at the forefront of technological innovation, the 
emergent landscape of AI is not merely a testament to human ingenuity 
but a vital tool in addressing some of its most pressing societal challenges. 

As this section will demonstrate, AI offers transformative solutions across a 
spectrum of issues in Korean society. This section will go issue by issue and 
examine ways in which Korean companies have leveraged the power of AI 
to respond to real world issues. These issues include a focus on:

AI’s implementation across various sectors marks a significant leap forward, 
impacting everything from healthcare and education to social discourse 
and economic development. AI’s smart applications are enhancing patient 
care, personalizing education, moderating online communities, and 
driving business innovation. In public services, AI is refining emergency 
response and urban planning, demonstrating the nation’s dedication to 
embracing AI for comprehensive progress.

The following sections will synthesize insights from diverse case studies 
within the Korean context, mapping out the strategic deployment of AI 
across these identified areas:

Appendix E

01 AI in Healthcare

02 AI in Education

03 AI for Economic Development

04 AI in Public Services
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AI-Driven Healthcare Innovation in Korea’s Aging Society
Korea faces an aging population challenge, with the elderly expected 
to constitute 24% of the populace by 2030, elevating the prevalence 
of age-related diseases. To address this, Professor Sun Choi’s team at 
Ewha Womans University, in collaboration with Microsoft Research’s 
AI4Science in Asia team, have embarked on an innovative AI-driven 
research initiative. Their focus is on the development of TamGent, a 
generative model for molecule generation targeting G Protein-Coupled 
Receptors (GPCRs), which are critical in age-related disorders. Utilizing the 
transformative capabilities of AI in drug discovery, TamGent can generate 
novel compounds by directly targeting protein complexes, thus bypassing 
conventional compound library searches. This approach significantly 
accelerates the drug development process, potentially reducing costs 
and enhancing medical treatments for the elderly. This research is pivotal 
in addressing the national financial burden of healthcare for an aging 
population, offering a promising solution for enhancing the health and 
wellbeing of the elderly in South Korea. 

Advancing Drug Development and Clinical Trials in Korea 
Through AI 
In a project spearheaded Professor Howard Lee of Seoul National 
University College of Medicine, and supported by the Microsoft Research 
Lab, work has been undertaken to confront two prevalent problems in 
drug development, particularly impactful in the context of South Korea’s 

AI for Healthcare
aging population. The first issue is the inefficiency in drug repurposing, a 
process crucial for discovering new uses for existing drugs. The research 
team employs AI to navigate the complexities of drug indication and drug 
characteristics data, aiming to mitigate shortcut learning and improve 
the accuracy of drug-disease associations. This approach promises to 
streamline the drug repurposing process, offering a more efficient pathway 
to identifying effective treatments. 
 
The second part of the study addresses the limitations of current Eligibility 
Criteria (EC) in clinical trials. Traditional EC often limits the diversity and 
representativeness of trial participants, which is particularly problematic 
for trials targeting elderly patients. To tackle this, the research introduces 
an AI-driven method, CReSE, which utilizes contrastive learning and 
text rephrasing with Large Language Models (LLMs) to generate more 
inclusive and clinically relevant EC. This innovation is expected to 
enhance the inclusivity and safety of clinical trials, ensuring they are more 
representative of the diverse patient populations, including the elderly. 
These advancements in AI application in drug repurposing and clinical trial 
design are pivotal in improving healthcare outcomes, particularly for the 
elderly in South Korea’s aging society. 
 

MS AI Schoolⅽⅹⅽⅲ : Preparing a future-ready workforce for Korea’s 
tomorrow 
AI is revolutionizing the educational landscape, particularly in the domain 
of professional training and job readiness. MS AI School, an initiative by 
Microsoft Philanthropies, exemplifies this transformation by providing AI 
job training to bridge the employment gap in Korea, where a significant 
shortage of skilled AI professionals persists. 

The program localizes the Microsoft AI School model, initiated in France, 
to Korean needs, offering comprehensive training courses with incentives 
and allowances, facilitated by partnerships with government and industry 
bodies. This initiative not only equips job seekers with AI skills but also 
directly addresses the workforce deficit highlighted by the Software Policy 
and Research Institute (SPRi).

Personal testimonies illustrate the profound impact of AI on education. 
For instance, Lee Seung-Yoon transitioned from a background in cultural 
heritage conservation to AI and big data after participating in the MS 
AI School. The intensive six-month training program provided him with 
a broad understanding of AI, from basic programming to advanced 
concepts like deep learning. His success story underscores the school’s 
capacity to empower individuals from diverse academic backgrounds to 
pivot into the burgeoning field of AI.
The quality of instruction at MS AI School is frequently lauded by its 
alumni. Competent instructors with real-world experience offer high-
quality lectures, which are considered a blessing in an era that increasingly 
favors solitary study. 
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Participants like Hwang Hye-jung value the school’s direct association with 
Microsoft and the opportunity to immerse themselves in AI, citing the 
use of high-specification Microsoft Cloud Azure VMs and the chance to 
gain Microsoft-certified Azure certifications as key benefits. The program’s 
robust curriculum receives high marks from industry insiders, indicating a 
close alignment with both theoretical knowledge and practical application.

MS AI School fosters a collaborative learning environment through 
team projects, which cultivates ‘team play’ and offers various synergistic 
benefits, such as networking and employment insights. This team-based 
approach expands the educational experience and enhances the joy of 
learning. Trainees like Ms. Hwang, aspiring to shine in the male-dominated 
IT industry, see the program as a steppingstone towards immediate 
employment in specialized fields like computer vision. Despite concerns 
about a contracting job market, participation in MS AI School is viewed 
as a valuable asset, likely to spark conversations with HR managers. 
This focus on AI education is timely, considering the World Economic 
Forum’s prediction of job displacement due to technological innovation, 
underscoring the increasing importance of AI expertise in the job market.

AI-Powered Revival of Korean Literary Heritageⅽⅹⅽⅳ 

Dr. Wayne de Fremery, a Korean studies scholar at Sogang University, is at 
the forefront of integrating AI into education and cultural heritage through 
his work with Azure and machine learning technologies. His project 
focuses on the digital resurrection of historical Korean texts that are 
dense with over 11,000 unique alphabetic characters and ancient Chinese 
ideograms, akin to the complexity of sixteenth-century English poetry. 

The challenge for Korean students today is not just reading but 
comprehending these classical texts. Dr. de Fremery’s AI endeavor aims to 
decode these texts, making them accessible and intelligible to the modern 
reader. The use of machine learning on Azure enables the parsing of 
intricate patterns within the literature, providing nuanced translations and 
facilitating a better understanding of Korea’s literary history.

This technological application has substantial implications for educational 
engagement and cultural preservation. It connects young Koreans with 
their heritage and offers a model for using AI to unlock cultural treasures 
globally, revolutionizing the ways in which historical legacies are preserved 
and studied.

Bentley Systems with Doosan Heavy Industriesⅽⅹⅽⅴ : AI-based 
infrastructure management solutions at a scale 
Bentley Systems, a leader in infrastructure engineering software, has 
been utilizing the power of digital twins and AI on the Microsoft Azure 
platform to enhance global infrastructure management. These advanced 
technological solutions integrate disparate data sources, facilitating insight 
generation and informed decision-making for industry professionals. 

With the use of digital twins, Bentley Systems has transformed the 
approach to infrastructure development and maintenance, providing a 
dynamic and data-enriched representation of physical systems. This has 
proven economically beneficial for many entities. Among others, Bentley 
Systems’ collaboration with Doosan Heavy Industries and Construction 
in Korea exemplifies the application of AI in promoting economic 
development through digital twins. Doosan, a company that provides 
power generation alongside engineering and construction services in 
Korea, utilized Bentley Systems’ technology, underpinned by Microsoft 
Azure, to create an advanced digital twin for its wind farms. This virtual 
model is a sophisticated blend of real-time and historical data, including 
Internet of Things (IoT) and weather data, integrated through Azure’s 
powerful cloud computing capabilities.

The digital twin developed for Doosan’s wind farms is a prime example 
of technological innovation aiding in economic development. It allows 
for remote monitoring of the turbines, delivering real-time operational 
efficiencies. The AI component employs physics-based and machine 
learning algorithms to predict energy production based on variable 
weather conditions. These predictions enable Doosan to fine-tune the 
performance of each turbine, maximizing energy output, which directly 
translates to increased economic benefits and operational savings.

The insights gained from the digital twin are not only instrumental in the 
real-time optimization of energy production but also feed into the design 
process of future wind turbines. By accurately predicting output and 
understanding the behavior of turbines under various conditions, Doosan 
can enhance the design and efficiency of its subsequent models. This 
continuous improvement cycle is vital for maintaining competitiveness in 
the energy sector and supports Korea’s broader economic development 
goals by bolstering its renewable energy capabilities.

Bentley Systems, through its partnership with Microsoft, has provided 
Doosan Heavy Industries with a sophisticated digital solution that 
has tangible economic advantages. This initiative underscores the 
transformative impact AI-infused digital twins can have on industry practices, 
infrastructure management, and economic advancement, particularly in the 
realm of sustainable energy solutions in South Korea and beyond.

Lotte Hotelⅽⅹⅽⅵ : Focus on the aspects of hospitality that matters 
through automation
Microsoft Korea has embarked on a venture with Lotte Hotel, aiding in 
the creation of a hyper-automated work environment leveraging the 
Power Platform. This innovative move has enabled the automation of 
tasks without requiring significant IT expertise, leading to the delegation 
of repetitive duties to AI-driven robots. This digital transformation across 
17 Lotte Hotels has culminated in an annual time saving of approximately 
10,000 hours, showcasing the practical benefits of automation in the 
hospitality industry.
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The Power Platform is a suite of Microsoft’s low-code tools that 
democratize the process of app development and business automation. 
The platform, which includes Power Apps, Power Automate, Power BI, 
and Power Pages, has allowed Lotte Hotel staff to efficiently automate 
necessary tasks. Notably, the automation of the reservation system, which 
integrates external booking information into the hotel’s system, has not 
only saved time but also reduced manual entry errors significantly.

To encourage the use of Power Platform within its business operations, 
Lotte Hotel has fostered an environment of innovation among its 
employees. Through the establishment of an RPA council, it promotes the 
sharing of knowledge and experience in automation, running contests, 
and rewarding initiatives that result in cost savings. These efforts are part 
of Lotte Hotel’s strategy to embed a culture of continuous improvement 
and productivity through technological empowerment.

Lotte Hotel’s strategic expansion plan aims to extend the application of 
Power Platform to various business challenges, including customer service 
and operational management. By enabling employees to develop apps 
and web pages and providing access to advanced AI technologies such as 
chatbots and Azure OpenAI Service, Lotte Hotel is poised to experience 
a significant enhancement in work efficiency. Endorsements from Junwoo 
Kim, the Digital Strategy Director at Lotte Hotel, and Ohsung Kwon 
from Microsoft Korea, underscore the effectiveness of Power Platform in 
streamlining business processes, while also maintaining high standards of 
customer satisfaction and security.

AI Enhancements in Seoul’s Emergency Servicesⅽⅹⅽⅶ 

In an innovative approach to public safety, a university in Seoul has 
spearheaded a project utilizing AI to predict fire outbreaks with remarkable 
accuracy. Professor Jae Seung Lee and his students from Hongik University 
employed machine learning algorithms to analyze data from the Seoul 
Fire Department. Their model, developed using Azure Machine Learning 
Studio, achieves a 90% accuracy rate in forecasting fire incidents, a 
significant step in public service enhancement.

This breakthrough in predictive modelling has directly influenced the 
efficiency of fire response teams. By identifying areas with a higher 
likelihood of fire incidents, the fire service has been able to adjust patrol 
routes and allocate resources more effectively. The improved deployment 
of fire crews, especially in high-risk districts, has led to quicker response 
times, potentially saving lives and reducing property damage. Surprising 
insights from the data revealed newer, busier districts such as Gangnam to 
be more susceptible to fires, challenging prior assumptions and informing 
strategic planning.

The project has also been pivotal in terms of urban management 
and public trust. Recognizing the sensitivity of the data, Professor Lee 

recommended the use of a secure Microsoft virtual machine to ensure 
citizens’ privacy was upheld, a move that fostered trust between the 
university team and the Fire Department. This secure data handling has 
allowed the project to flourish and be received positively by city officials, 
keen on using cutting-edge technology to improve public welfare and 
resource management.

Looking forward, the success of the fire prediction model has set the stage 
for its application to other civic challenges, including crime prevention 
and traffic management. The ongoing project on wheelchair accessibility 
is just one example of the university’s commitment to using AI for the 
betterment of the city. Professor Lee’s focus on equipping students with 
the necessary skills and domain knowledge highlights the potential for 
AI to transform public services in Seoul, enhancing not just emergency 
responses but also the broader aspects of urban living.
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